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Preface

The gap between imagining and imuging is getting ever smaller. Atomic-Scale
Imaging of Surfaces and Imerfaces, Symposium W ar the 1992 MRS Fall Meeung in
Bosiun, Massachusetts, brought together researchers using most state-of -the-art imaging
techniques capable of resolving atomic features. Methods represented were scanning
tunneling microscopy (STM), atomic force microscopy (AFM). Inw energy electron
microscopy (LEEM), transmission (TEM) and reflection (REM) ¢lectron microscopy.
scanning electron microscopy (SEM), atom probe field ion microscopy (APFIM or
POSAP), high and low energy external source electron holographies and internal source
electron holographies. Some highlights from the STM papers included discussions of
the limitations and future potential of STM as well as current findings. Several papers
presented work with STM at elevated temperatures. Jene Golovchenko reviewed STM
work showing cooperative diffusion events (Pb on Ge) involving many tens of substrate
atoms. Don Eigler focused on atomic manipulation and some of its uses to enable
fundamental studies of small atomic clusters. From LEEM studies Ruud Tromp showed
videos of 2d-faceted Ag island growth on Ge. In synchronization with the layver-by-
layer growth on the islands, a sharpening-rounding transition occurred at the completon-
initiation of each layer. Novel TEM work (e.g., by Murray Gibson. Bob Sinclair.
Laurie Marks and Dave Smith, among others) included highly clean and stable in situ
cross-sectional and plan view observations of changing surface and interface structure.
A series of papers on cross-sectional TEM imaging of interfaces by Wayne King, Karl
Merkle and others demonstrated great progress in structure refincments using
correlations between atomistic simulations and experimental micrographs. Resulis from
REM were reviewed by Yasumasa Tanishiro to show the efficacy of this ol for non-
invasive use in deposition environments, and Tung Hsu demonstrated its usefulness for
characterizing the atomic-scale morphology of oxide surfaces. Alain Bourret underlined
the necessity of applying complementary methods (here TEM and grazing incidence
x-ray diffraction) for a complete elucidation of more complicated interface structures.
Mike Scheinfein described experiments clarifying the origin of fast secondary clectron
emission and indicated that undcr optimal conditions, near-atomic scale resolution may
be possible in SEM. Hans Kreuzer discussed the state of the art and future of point
source electron holographic imaging. Its low energy and lensless configuration promise
many exciting possibilities. Several talks showed the usefulness of atom probe FIM for
near atomic scale (~ 1 nm) chemical/structural analysis. Another area of considerabic
recent progress is internal source electron holography. Removal of multiple scattering
effects is allowing experimental phase coherent diffraction data at multiple energies to
be transformed back to the spatial domain., The images which result are chemically
specific mappings representing an average Site (central atom and ncar neighbors). Both
LEED and photoelectron diffraction methods were treated.

The present volume represents a snapshot of the field of atomic-scale imaging. The
various complementary techniques are evolving rapidly in their chemical and spatial
resolution capabilities. No single technique is yet complete in its ability to image and
identify atoms. The future seems bright and predictably unpredictable.

David K. Biegelsen
David J. Smith
S.Y. Tong

April 1993
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SCANNING TUNNELING MICROSCOPY FOR HYDROGEN-DESORPTION.
INDUCED STRUCTURAL CHANGE OF Si(111) SURFACE

Y. MORITA**#*. * K. MIKI* H. TOKUMOTO* *** T SATO**, T. SUEYOSHI**
AND M. IWATSUKI**

*Electratechnical Laboratory, Tsukuba, Ibaraki 305, Japan,

**JEQL. Lid.. Akishima, Tokyo 196, Japan.

ABSTRACT

A scanning tunneling microscopy (STM) has revealed an atomic structure of Si(111)-
¥3xv3R30" which is induced by the hydrogen desorption at about 500 *C. There exist domains
with the ¥3xV3R30" struc.ures, indicating that each domain is formed by rearrangement of Si
adatoms around each cluster present at room temperature. Near the domain boundary, the
adatoms locate mostly at T, sites and occasionally at Hj sites. The dynamic nature of the
adatoms are predicted

INTRODUCTION

Determination of atomic structure of silicon surface is important in the fields of both
surface science and silicon technology. As for Si(111)-7x7 structure, which is stable at low
temperature under thermal equilibrium condition, a model of dimer-adatom-stackingfault (DAS)
structure was proposed by Takayanagi et al [1] and confirmed by many experiments.
Theoretical calculations for the DAS model were also performed in order to make clear wiy
7x7 is stable. Since the DAS swucture is complicated and many atoms are involved, most
theoretical calculations are simplified and some of them pay attention tu the adatom arrangement
on an unreconstructed Si(111) surface. Then, both 2x2 and V3xv3 adatom arrangements are
found to be energetically stable on the unreconstructed Si(111) surface, among which ine
former is more favorzble than the latter {2,3]. However no experimental evidences for the
existence of the 2x2 or ¥3x+3 arrangements of Si adatoms have been reported so far except for
a special case on the narrower terrace than the size of unit cell of the 7x7 structure [4].

Very recently, we have successfully found the ¥3x¥3R30’ structure on the unre: structed
Si(111) surface in the temperature range of 500-580 “C utilizing the hydrogen-mediated-
surfactant effect {5). In this paper, we shall show STM observations of Si adatom
rearrangement between T4 and Hj sites which is more visible at the domain boundary.

EXPERIMENTAL

The STM used in this experiment was designed to ope.ate in ultrahigh vacuum (UHV)
and at high temperature up 10 906 "C [6]. An electrochemically etched W tip was used without
any intentional cleaning but should be clean as a result of either sample flashing at 1200 *C by
10 mm apart or tip scanning over the hot sample surface. A sample was B-doped Si(111) (0.1-
0.3 Qscm) with a misorientation angle of less than £0.1°. The sample was heated resistively in
UHYV, and its temperature was determii.ed by an infrared pyrometer above 600 °C with an
accuracy of £10 "C and by a calibrated power-temperature relationship for the prescnt sample
below 600 *C with an accuracy of £50 “C. Before starting the experiment, the sample surface
was checked to be clean by observing ciear 7x7 structure,

The hydrogen terminated surface was prepared by the adsorption of H-atoms on Si
surface in UHV chamber. The H-atoms were produced by dissociating H-molecules with a hot
(1600 *C) W filament located at 20-30 mm apart from the sample surface. Initially the sample
tempera‘ re was raised to about 900 *C which was higher than a (1x1)-(7x7) phase transition
temperature and STM confirmed the complete disappearance of the 7x7 structure. Then the

*+* Present address: National Instituie for Advanced Interdisciplinary Research , Tsukuba, Ibaraki 305, Japan.
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Fig. 1. A typical (100x100 A2) sT™ image of an as-prepared Si(111) surface obtained at
room temperature. The sample was biased at 1.7 V and the tunneling current was
maintained at 0.2 nA. Strips seen on the clusters originate from raster scanning noises. ihe
crystallographic direction is shown in the image.

sample temperature was quenched from 900 °C to room temperature within a few seconds
while exposing H-atoms to the surface.

Figure 1 shows an STM image of as-prepared Si(111) surface obtained at room
temperature. In this image, there are many white protrusions (we call these as clusters
hereafter) and regular dots on the background terrace. The regular dots exhibit a threefold
symmetry with a separation of 3.8 A which is the same symmetry and periodicity as that of the
topmost Si atoms on the Si(111)-1x1 surface. The tunneling spectra for bo:h the clusters and
dots exhibited the band gaps of the order of 2 eV without any states in the gap originating from
the presence of dangling bonds, etc., which is the same feature as the previous work {7).
These facts indicate that the clusters are formed by the agglomeration of hydrogenated Si
adatoms and the flat terrace is terminated hy mono-hydride forming a Si(111)-1x1:H surface.

With increasing temperature, the hydrogen atoms start to desorb from the cluster surface
leaving Si atoms with monohydride behind. During this process, the clusters decompose into
many monohydride adatoms and release agglomerated adatoms onto the surface. This type of
the behavior has becn confirmed by Boland, showing that the hydrogenated Si clusters
decomposs into the hydrogenated Si adatoms which spread over the H-terminated resta-rers of
the DAS structure in the presence of the 7x7 reconstruction [7]. However, the behavior for the
present 1x1 case is somewhat different from the 7x7 case since there are no restlayers
characterized by the prescice of dimers. In order to make clear the behavior for the present
case, we have measured the in-situ STM with keeping temperatures well below 580 “C above
which the 7x7 structure appears.



Fig. 2. A typical (100x100 A2) STM image of the Si(111) surface obained at 535 °C afier
hydrogen desorption. The sample was biased at 0.7 V and the tunneling current was
maintained at 0.2 nA. Several large bright protrusions may be due to the presence of the
clusters which have not dissolved completely. The crystallographic direction is shown in
the image. A line drown in the image indicate a typical domain boundary between two
¥3x¥3 regions.

RESULTS

Figure 2 shows an STM image of the Si(111) surface obtained at 15 min later after
setting to 535 "C from room temperature. In this image, the clusters and 1x1 dots are not
observed. Instead, the entire surface is covered by the regular dots which form threefold
symmetry with separation of 6.6A. This value is V3 times larger than that between top-most Si
atoms on the Si(111)-1x1 surface. The disappearance of the clusters indicates that the clusters
decompose during the thermal desorption of the H-atoms and deliver Si atoms onto the urface.
Comparing the direction of the dot arrangement with the crystallographic direction indicated in
the figure, the registry of the dots indicates v3xv3R30" structure.

The V3xV3R30" structure on Si(111) surface is well known 1o be induced by the
adsorption of group I maetals {8]. If this is the case, the ¥v3xV¥3R30" structure should be
conserved even at room temperature. This is, however, not the case because locally ordered
c(2x4) and 2x2 structures have been obtained at room temperature [5]. In addition, the H-
coverage after keeping 15 min at 535 *C can be estimated as 1/300 monolayers from the H-
desorption kinetics based on the thermal desorption studies {9]. This means that almost all of
hydrogen atoms have desorbed from the surface in the present case. Therefore we can
conclude that the Si(111)-¥3xv3R30® structure shown in Fig. 2 is not caused by the adsorption
of hydrogen atoms themselves but by the rearrangement of Si adatoms which had formed the
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Fig. 3. Successive (20x13 A2) STM images in the vicinity of the 9x9 reconstruction obtained at
504 °C for every 10 seconds. The sample was biased at 0.7 V and the tunneling current was
maintained at 0.2 nA. An half unit of 9x9 cell is surrounded by a white triangle. The dots and
the networks are superimposed to the images in order to point out the typical adatom hopping
of T4-T4 ((b) to (c)) and T4-Hs ((d) to (e) and (e) to (D).



clusters on the Si(111) surface during H-desorption process. Here we noticed faint and fuzzy
v3-dots than surrounding clear and bright ones in the ¥3xV3R30" image shown in Fig. 2. This
may be due to the existence of the H-atoms at the top of the adatoms since the STM dots
originated from Si-H states are usually darker than those from the Si dangling bonds (7).

An interesting feature of the image is the presence of irregularity (domain boundary) of
the arrangement of the dots, which is seen in the central part of the Fig. 2. The domain
boundary was observed at many places on the ¥v3xV3R30® surface. This indicates that each
domain is formed by rearrangement of Si adatoms around each cluster present at room
temperature. However, there is a different boundary (phase boundary) between the ¥3xv3 and
DAS structures on the surface.

Figure 3 shows successive STM images of the Si(111) surface obtained at 504 °C.
Each image was recorded for every 10 sec. In these images, there consist of fuzzy parts and
atomlike dots. The fuzzy pant can be ascribed 10 the mobile hydrogenated Si adatoms since the
H-coverages can be estimated as about 0.1 monolayers based on the thermal desorption studies
[5,9). The dots can be divided into two groups: the adatoms in the half unit of 9x9 cell shown
by white triangle and their surrounding dots. In the 9x9 cell, it is derived from the simple
extension of the DAS model! that the adatoms locate at the T4 sites. From the relative position
of the 9x9 and the surrounding atoms in the image, we can determine the registry of the
surrounding atoms. Then we can see the surrounding adatoms mostly locate at Ty sites and
occasionally locate on Hj sites {5]. In addition, it should be noticed that a few surrounding
adatoms and 9x9 adatoms change their sites from one image to another.

DISCUSSION

We discuss the time-dependent behavior of the adatoms observed in Fig. 3. A 1ol
energy calculation shows that the Ty is the more favorable site for the adatom than the Hj site
{10]. This predicted behavior is seen in the present results: the adatoms mostly locate at Ty
sites and occasionally at the Hj; sites. The adatoms near the domain boundary thermally
fluctuate and hop mainly between two Ty sites as shown by dots and networks in Fig. 3 (b)
and (c), and occasionally between T4 and Hj sites by dots and networks in Fig. 3 (d) and (e).

Next we shall mention for the adatoms within the 9x9 cell. As shown by the dots in
Fig. 3 (e) and (f) an adatom locating on Ty site hops to Hj site. On the other hand, in the
central area of the ¥3xv3 domain the adatoms hardly changed their sites. By comparing the
structure of the ¥3xV3 with that of the 9x9, we notice that the former adatoms form the closest
packed structure and there are no space to hop for the adatom. On the other hand the latter ones
form the 2x2 structure and are not closest-packed. Therefore the adatoms forming local 2x2
structure within the 9x9 unit can hop to the adjacent Hj site. In the vicinity of the domain
boundary, there are a few missing-adatom sites and therefore the adatoms can hop among
possible T4-T4 and T4-Hjy sites.

CONCLUSIONS

We have shown the atomic structure of Si(111)-V3x¥3R30" and its dynamic nature at
about 500 °C. There are many domains with the ¥3xV3R30® structures and, in the central part
of the domains, the adatoms locate at the Ty sites stably. The adatoms fluctuate thermally and
hop cither among T sites or among T4-Hj sites. The adatoms within the 9x9 cell occasionally
hop from Ty to Hj sites.
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ABSTRACT

Three types of steps are observed on the cleaved InP(110) surface, using atomic-
resolution ultra-high vacuum (UHV) scanning tunneling microscopy (STM). The step
edges are oriented along the (110), (111}, and (112} directions. Atomic models of
monatoraic-height (111) and (112) steps indicate that the edges of cach of these unre-
laxed steps should have pairs of dangling bonds. We propose that the bonds dimerize.
causing the edges to relax and form periodic structures along the edge.

I. INTRODUCTION

In this paper we present scanming tunneling microscopy (STM) images of the
InP(110) surface cleaved in ultra-high vacuum, and find atomic-resolution images of
steps on this surface. Ebert et al. [1] have examined the InP(110) surface with STM,
but the present paper is, we believe, one of the first STM cfforts [2] to study such
steps, which are important as nucleation sites for layered InP{110) growtk, very likely
determine essential physics of contact metallization, doubtless play a role in Schottky
barrier formation, and getter defects. Here we present images of the flat (110) surface
and of steps on the surface. We also propose a Dimerization Model of atomic relaxation
at (112) step edges on the (110) surface.

. EXPERIMENT

The images were obtained with a Pachyderm-4 ultra-high vacuum (UHV) scanning
tunneling microscope equipped with a demountable sample holder containing six sam-
ples at one time. Each sample was cleaved in UHV (1011 torr range) before being
imaged with the tungsten tip of the STM. The microscope, cleavage method, and tip
preparation are described in detail elsewhere [3].

III. RESULTS AND DISCUSSION

We imaged the (110) surface of InP with atomic resolution. An example of a flat
(110) surface imaged by tunneling into the empty conduction band states is shown in
Fig. 1. Similar images for the InSb(110) surface may be found in Ref. {3]. In all
cases the expected 1x1 rectangular lattice was observed, and only one atomic species
was imaged at a time, depending on the polarity of the sample bias: indium atoms for
positive bias, and phosphorus atoms for negative bias.

In addition to flat terraces, steps on these surfaces were also observed. For InP{110),
steps were found with edges running in the (110), (111), and (112) directions. An ex-
ample showing all three step types on InP(110) is shown in Fig. 2, where a single
triangular-shaped terrace was formed by intersecting (110), (111), and (112) steps.
This intersection of steps on the (110} surface of InP was unanticipated. These steps
are the result of the cleavage process and do not represent an equilibrium step con-
figuration, as for somz heat-treated samples. On Si and Ge {(001)-2x1 and (111)-7x7
surfaces, the steps are normally created not by cleavage but by high temperature pro-
cessing, namely under quasi-equilibriwm conditions. Qur steps on the InP(110) surface

Mat. Res. Soc. Symp. Proc. Yol. 295, < 1993 Materials Research Society
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Fig. 1. STM image showing empty states on the flat, cleaved InP(110) surface: A
35 Ax35 A image taken under +2.0 V sample bias with a tunneling current of 100 pA.

ru?\\

[o] [reey

Fig. 2. Triangular terrace on the InP(110) surface, observed by STM at a voltage
of +42.0 V and a current of 100 pA. A triangular structure formed by intersecting

(110}, (111), and (112) steps on the InP(110) surface is pictured. The region shown is
450 Ax450 A.
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Fig. 3. Dimerization Model for a (112)-type step edge, the [112] step edge. before
any relazation. (a) Top view and (b) side view of the [1T2] step showing dangling bonds
(“rabbit ears”™) before dimerization.
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Fig. 4. Dimerization Model for a (112)-type step edge, the [112] step edge, after
dimerization. For simplicity of presentation, the 29° rigid rotation (6] of the P anions

up out of the surface has been omitted. (a) Top view and (b) side view of the [172]
step showing dangling bonds efter dimerization.
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are not created in quasi-equilibrium, but by cleavage (a rather non-equilibrium event).
If, on the one hand, step-intersections on the InP(110) surface were to occur at equilib-
rium, then those steps would have effective attractive interactions. On the other hand.
if the step intersections are a result of cleaving, then the physics of their intersections
should produce insights into the processes by which the cleaving energy is dispersed.

Simple geometric models of one-atom-high steps can be constructed from the zine-
blende (110) surface structure. Fig. 3 showsa (112)-type step, assumed to be one-atom
in height, both top and side views. Note that there are two dangling bonds periodically
repeated at the step-edge, one parallel to the surface and another directed at an angle
of 55° with respect to the surface plane.

We propose that these bonds will dimerize and the step-edge will relax, forming
the surface structure of Fig. 4. One implication of this Dimer Model of the (112)-type
monatomic step is that the relaxed step-edge should be scalloped, showing a periodic
structure of about 7.2 A. We also propose that the {111) monatomic step exhibits sim-
ilar dimerization, which should lead to a periodicity of 10.2 A on the InP{110) surface.
At the present we are unable to detenmine whether the dimerized atoms in monatomic
steps are In pairs or P pairs; theoretical work on this question is in progress.

In recent studies of the InAs(110) surface, we have scarched for and found such
periodicities on monatomic steps — which will be reported soon [4]. Presumably the
same edge-reconstruction effect will be present in InP. We note also that not all steps
observed are monatomic, and that models of these larger steps need to be developed
[5].

It is worth remarking that the InP(110) surface is considerably more difficult to
image with STM than either InAs(110) or InSb(110). This was unanticipated. and.
while at first we thought it might have been related to the quality of our samples, we
now suspect that it may be related to the ionicity of the material, since InSb was casy
to image and InAs intermediate. We currently have no explanation of this.

1V. CONCLUSIONS

For cleaved InP(110) surfaces we observed the expected 1x1 surface reconstruction
which is consistent with the standard model of this surface: the anions rotate up out
of the surface, almost in a rigid rotation, by about 292 [6]. In addition we observed
steps running in preferred directions on this surface: Step edges were found to run in
the (110), (111), and {112) directions. Modcl calculations are under way to determine
the energetics of formation of the various steps.

Periodicity along the (111) and (112) steps is a natural consequence of the Dimer
Models we have proposed for the step-edges’ relaxation. Mode! calculations are un-
derway to determine if the dimers along the (111) and {112) steps are III-I1l or V-V
dimers. The study of these steps appears to be a very interesting scientific problem
with technological implications.

Acknowledgements — We are grateful to the U.S. Office of Naval Research and
the U.S. Army Research Office for their support of this work (Contract Nos. NO0014-
92-J-1425 and DAAL03-91-G-0054).
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ABSTRACT

Different layered transition metal dichalcogenides were subjected to scanning tunneling
microscopy to reveal the electronic charge distribution associated with the charge density wave
(CDW) part of the superstructure, in addition to the atomic corrugation. The observations
presented display three regimes ranging from localized CDW centred around defects/impurities
in the case of 1T-TiS,, via an intermediate regime governed by overlapping envelope functions
in 2H-NhSe,, to a fully developed CDW system in 1T-TaSe, (as well in a large number of other
compounds). The fact that these observations have been made in solids ranging from (dirty)
semiconductor (1T-TiS,) to semimetal (1T-TaSe,) to metatlic (2H-NbSe,) points at the general
applicability of the phenomenological Ginzburg-Landau theory, employed to describe the
various regimes in which the formation of charge density waves and the accompanying periodic
lattice distortions appear to act.

INTRODUCTION

The layered transition-metal dichalcogenides (LTMD) belong to a class of solids exhibiting
amarked two-dimensional behaviour, despite their three-dimensional atomic structure. Because
of this pseudo two-dimensional character, these materials manifest interesting physical and
chemical properties like intercalation of electron-donating species in between layers, super-
conductivity and charge density waves (CDW) coexisting with periodic lattice distortions (PLD).
These phenomena already have been given much attention in past research {1,2]. Mechanisms
involved have been devised by means of both theoretical and experimental techniques. The
scanning tunneling microscope (STM) adds the possibility of real-space observation of the
surface of these solids. In fact, under certain circumstances, the STM measures the conduction
electron charge density at the surface. This renders topographs representing the atomic structure.
In addition, the charge density superimposed by the stationary charge density wave can be
measured directly. This is of special interest because it enables the observation of the crder
parameter used in the description of phase transformations. This already has led to the confir-
mation of the domain-structure encountered in the nearly commensurate CDW/PLD [3.4,5,6],
predicted earlier theoretically [7]. The effect of defects on CDW/PLD also has been treated
theoretically in [8]. STM studies include the imaging of the atomic structure, CDW/PLD [9-13]
and the effect of impurities in a number of cases [14-17].

Since the phase transformations in the sequence normal-ICDW- CCDW are ‘weak’ first-
ordertransitions, McMillan [8] has employed the Ginzburg-l.andau theory { 18] to describe these
phenomena. Recognizing the fact that experiments show three charge density waves that have
components 120° apart, McMillan introduces a six-component order parameter consisting of
three functions W,(7). These are related to the conduction electron charge density by:

Py = py() (1 +0(r)] 8))

where py(r) is the charge density in the normal state and:
or} = Re {y,(1)+ W,(F) + W:(")} @
Now the free energy density must be constructed. The simplest form to start with is the
"Landau’ part of the free energy density: ao’+ b0’ +ca’+ .., where the cubic term must be
included to describe a first-order transition. This expression, however, doe not permit a
distinction between single and triple charge density waves. Therefore cross terms are added of

the form (.l 2 + 1w+ 1wl D).
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Now, the total energy can be minimized with respect to variations in the order parameter,

i.e. the total energy of one layer (integration of Landau expression of the total energy over d°F),
is minimized with respect to variation in 8y. The variations may be written out explicitly and
set to zero. Like the zero-field solutions in the Ginzburg-Landau theory [18], the solutions of
W(7) of this differential equation is, beside the trivial solution of W(r) = 0, a plane wave

wr) = e
In the normal state the charge density is unaffected and uniform. However, impurities may
. . . . - . ko7 -
give rise to fluctuations in the order parameter. As aconsequence W,(r) =¢(r)e = wherek, =g,

for the incommensurate phase and E, = E,B for the commensurate phase. Both the coefficient
&(7) and the impurity potential U(r) can be Fourier transformed, like:

R =0,+ 3¢’ 3)

9
The contribution due to the impurity potential must be added to the free energy together with
achange of y, by ¢; . Next, minimizing the total energy with respect to ¢;, ¥,(r) can rewritten
for one impurity at the origin as:

a7 1 el(?‘q—,)-F
v =020, 15— @)
£ 7 7
Combining (Eq.4) with (Eq.1 and Eq.2) the expression for the charge density around one impurity
is given by (assuming an elastic constant e, of the CDW):

3 G.+T / w
) (F)=po(;)[1 _ 3 Hocos@, - D ey )]
i= Aneod,

This equation is valid for g; + 7 > 1. The function f(t/E ) is expressed as an integral :

&)

eV

f(’/&(‘nw) = J‘\ij—i'dy 6)
4 -

EXPERIMENTS

Here STM results on 2 number of LTMD are presented, belonging to different regimes as
far as crystal symmetry, electronic transport properties and CDW are considered.

The STM experiments were performed in air and at room temperature, using a Digital
Instruments Nanoscope II instrument equipped with a type-A scanning head, capable of
performing constant-height and constant-current scans of 600x600x450 nm in size.

STM on df fonsi in 1T-Tase,

Imaging of 1T-TaSe, revealed the characteristic superposition of atomic and CDW-corru-
gation, depicted in Fig.1. The measured angles between the lattices and the ratio of the lattice
parameters agree with those observed earlier [9,12). The simultancous appearance of the two
corrugations is due to the fact that the amplitudes of the two corrugations are about equal. This
is not a general result of all the transition-metal dichalcogenides. It is to be mentioned that one
of the CDW maxima is depressed with respect to the average amplitude, however the atomic
lattice shows to be unaffected by this effect. This indicates that a disturbance of the
CDW-corrugation does not necessarily have an effect on the atomic corrugation. The
CDW-corrugation in this example is described well by the equations in the section of this paper
concerning the Landau theory when only a periodic lattice potential is present. However, this
does not hold for the missing CDW-maximum and this points at distortion of the CDW-lattice
caused by the presence of defects.
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STMon IT-TiS2

The STM-images obtained on 1T-TiS, (Fig.2) primarily counsist of hexagonally arranged
bright (i.e. elevated) spots, along with a number of characteristic features. These are grouped
into three categories : cne type consisting of an isolated black recession (tvpe-1). In addition,
another feature type is characterized by three protruding spots surrounded by three recessions
(type-6), as well as  type extending over 15 protruding sites (type-15).

In order to gain insight on the underlying mechanism responsible for the presence of the
features, the densities (number of features observed per unit cell) of the three types were
determined by counting the number of occurrences over approximately 2500 suriace unit cells.
The relative occurrences of type | : type 6 : type 15 are found to be close to 1:1:2. As a result
it is assumed that, during the crystal growth process, some titanium atoms, which normally
occupy the octahedral sites in the crystal, are displaced to, normally unoccupied, tetrahedral
interstitial sites within the sandwich. Since there are two kinds of tetrahedral sites and one
octahedral site, this would account for the fact that there are three observed feature types. The
estimate for the respective feature density supports this explanation, because one of the features
(type-15) has a density equal to the sum of the densities of the remaining type (type-1 and type-6).
This would infer that type-15 corresponds to a vacancy in the titanium sublattice, whereas type- |
and type-6 comespond to titanium interstitials.

T - 2

STM-topographs of 2H-NbSe, were reported before by Dahn et al. [19] and "buckling of the
surface with a period of several times the interatomic spacing’ was mentioned. The STM-images
presented here allow to make a more carefi:] analysis of this buckling and iis possible relation
to charge density waves. From the constant height map, shown in Fig.3. it is clear that, apa.1
from the atomic corrugation, whose lattice has the appropriate spacing and symmetry, a number
of atomic sites displays larger tunneling probability (bright contrast) than the average amplitude,
whereas an about equal number displays the opposite behaviour (dark contrast). Furthermore,
there seems to be a correspondence between the tunneling current amplitudes of alternate atomic
rows. To make this statement more quantitative, the auto correlation function was calculated.
This (real) function shows the correlation between sites connected by a certain shift vector :

GE) = j [er- 26 +52a M

If the tunneling current map consists of the superposition of three plane waves, then the auto
correlation function will take the same form. The measured auto correlation values at the different
nearest neighbour separations are listed in Table I, taking the values at the centre equal to 1.
From this table it can be derived that the next-nearest neighbour correlation is larger than the
nearest neighbour correlation.

Table 1

Autocorrelation data 2H-NbSe;, (origin, 1st, 2nd, 3rd nearest neighbour)

105° 1.00  0.386 0448 0.404
345° 1.00 0.354 0.424 0.340
225° 1.00 0.368 0452 0.340

The comparison is feasible because the envelope of the correlation function shows little decay
over many interatomic distances. The values of the correlations cannot be taken as absolute
because the correlation depends on both the corrugation of the super structure and the coverage
of the surface area. Next to the auto correlation function, the two-dimensional Fourier transform
was performed, the intensity map of which is shown in Fig.4. The spectrum can be divided into
contributions from the atomic corrugation and the surface buckling, respectively. The atomic
lattice has a well-defined period and the fundamental harmonic constituent gives rise 10 a
hexagonally arranged set of bright spots. The spots outside this hexagon are due to the higher
harmonics necessary to describe the observed current map. Inside the fundamental hexagon six
clouds are visible, having the same symmetry as the spots belonging to the atomic lattice.
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CALCULATION OF STM-IMAGES

Equation 5 is taken as a starting point for the calculation of STM topographs. To model the
atomic corrugation a superposition of three plane waves is taken, with wave vectors being equal
insize and having angular separation of 120°. The wave vectors add to zero, ensuring the maxima
*0 coincide at a two-dimensional Bravais lattice (hexagonal). The charge density map obtained
corresponds to the observed cotigation to a fair degree. The full expression for the calculated
images is given by :

(i7lz+z’)J ’

i cos[K, « (F +d,) +A, J{ Y. cosly, * (7+§,,‘)+9n,_] (8)
- Ecow
3 5

with conditions 3 K, q,

l

The integral emerging in this expression is improper because of the integrand approaching
infinity when y approaches 1 and the integration interval being infinite. However, the integrand
can be approximated for low and high values of y and the contributions of the lower and upper
part of the integration interval are readily estimated. The contributions of the intermediate values
of y can be calculated numerically. This procedure can be carried out for various values of
178 ow- The function f(r/Z,w) shows an asymptotic behaviour according to :

e &1 o flrfoep)=In(1.128,/r) )

n&CDW ) -rifeow

rE ol o flr&p) = ( (10)

The numerically calculated values then can be checked against this asymptotic behaviour. The
resulting expression for the charge density contains few parameters.

In all the calculations each set of the wave vectors, either K, or ¢, . consists of a star of vectors

of equal length and 120° apart. The two vector sets have the same orientation. By taking the
vectors composing the localized charge density wave as somewhat smaller than half the ones
used to generate the atomic corrugation and adjus’ing the amplitude, location and correlation
length, topographs are assembled that do resemble the observed features in the case of type 1
and type 6. For a fuli account of the parameters used, see Table II. For type 15, much smaller
wave vectors were applied and also a phase shift was introduced, resulting in a topograph in
reasonable agrcement with the observed type feature. The calculated images are displayed in
Fig. 5.

Table I

Parameters used in .alcufations on {T-TiS, (type-1, type-6, type- {5)

1K1 2131 10°m 213110"m 2131 10° m"

171 0.852 10° m'' 0.85210"m’ 0.320 10" m"

., (0, 0) nm (0,-0.197) nm (0,-0.197) nm
jm (0, 0) nm (0, 0.492) nm (0, 0) rm
Bcom 0 0 -1.100
o 0.224 »m 0.224 nm €.352 nm
A A, -15 -15 15

b4 0.209 nm 0.070 nm u.141 nm



For all three features, the origin of the envelope function was chosen below the . urface, at a
distance in agreement with the assumed defect sites. The signs of the amplitudes correspond to
the defect model in which type 1 and type 6 are ascribed to titanium interstitials and type 15 as
a vacancy at a lattice site normally occupied by titanium, In fact the calculated images for type
1 and type 6 orly differ in the position of the origin of the CDW system.

DISCUSSION

From the auto correlation function in the case of 2H-NbSe, it was deduced that the next-nearest
neighbour correspondence is large: than the nearest neighbour correspondence. The vector
connecting next-nearest neighbours also connects alternate close packed atomic rows. Alternate
atomic rows are connected by a plane wave having a wave vector half that of the atomic lattice.
Now suppose the observed current map consists of a suy. rposition of the atomic corrugation
and an electronic density corrugation described by a superposition of three plane waves. These
waves are described by wave vectors that are about one half of those describing the atomic
corrugation. Their amplitudes are modulated by a i1aodulation function containing spatial
frequencies up to about one half of the fundamental spatial frequency of the atomic lattice. The
resulting Fourier transform will consist of the fundamental hexagon due to the atomic lattice ,
aconvolution of a hexagon, the size being one half that of the fundamental one, and the Fourier
transform of the modulation function. If the uniform 'superlattice’ having the double interatomic
spacing is drawn in the observed image then it becomes clear that long range correlation between
alternate rows is absent and phase shifts of  are seen to occur often. Therefore this is certainly
not a superstructure with large coherence length. So the modulation function (or functions when
each plane wave is contributing to the superlattice is modulated by its own function) will have
to introduce phase shifts. Now attention 1s drawn to the feature present in the 2H-NbSe, map.
resembling the type 6 feature in the case of 1 T-TiS,. In the analysis of 1T-TiS, it became clear
that the phases of the plane waves are essential in establishing a matching calculated feature.
Since this feature occurs more than once in the current map, the modulation tunctions probably
originate from several sources, possibly impurities/defects in or at the 2H-NbSe, crystal. On the
other hand phase shifts are also present in nearly commensurate charge density waves [3,4,5,6]
and a domain structure establishes in order to minimize total free energy. This, however, is not
avery likely explanation for the observed phase shifts h-ere, for the correlation length of the type
6 feature is short compared to the domain sizes encountered in incommensurate charge density
waves (say 30 interatomic distances). Decomposition of the modulation is difficult for the
n%mber of sources is seen to be rather high compared to the more or less isolated features in
IT-TiS,.

CONCLUSIONS

From the STM observations made on stoichiometric 1 T-Ti$, several conjectures are established.
It is seen that both the sulphur and titanium sublattices contribute to the STM topographs
presented here. It is assumed that the crystal sites coincide with threefold symmetry sites in the
topographs. In addition, the topographs show the presence of three distinct feature types, each
centred around a distinct threefold symmetry site and occurring in single orientation only. From
the relative occurrences and the possible assignments of threefold symmetry sites 1o crystal sites
a novel model is established in which Frenkel pairs, consisting of vacancies in the titanium
sublattice and occupation of the tetrahedral interstitial subsattice are responsible for the observed
features. The existence of one titanium sublattice and two tetrahedral sublattices accounts for
the fact that three feature types are observed. The model leaves only one assignment of symmetry
sites to crystal sites open, the local maxima being assigned to sulphur and the local minima to
titanium. A more extensive discussion can be found in (20].

The observations presented here display three regimes ranging from localized CDW/PLD
centred around defects/impurities in the case of [T-TiS,, via an intermediate regime governed
by averlapping envelope functions in 2H-NbSe,, to a fully developed CDW/PLD system in
1T-TaSe, (as well in a large number of other compounds). The fact that these observations have
been made in solids ranging from (dirty) semiconductor (1T-Ti$,) to semimetal (1 T-TaSe,) to
metallic (ZH-NbSe,) points at the general applicability of the phenomenological Ginzburg-
Landautheory, employed to describe the various regimes in which CDW/PLD fermation appears
to act.




Fig. | STM current map of 1T-TaSe; at Vo, - Vi, = 3.1 mV and I, = 2.4 DA, scan size =
{0 nm.

Fig. 2 STM topograph on 1 T-TiS, at V. - V,,, = 25 mV and [, = 1.3 nA, scan size =
7.5 nm, filtered at (0.25 nm)".
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Fig. 3 STM current map on 2H-NbSe, at V

NbSe, STM current map (Fig.4).

transform intensity plot of 2H
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Fig. 5 Calculated STM topographs (a)
type-1 (b) type-6 (c) type-15.
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DESIGN OF ULTRA HIGH VACUUM SCANNING ELECTRON
MICROSCOPE COMBINED WITH SCANNING TUNNELING MICROSCOPE

Mikio Takai*, Naoki Yokoi*, Ryou Mimura**, Hiroshi Sawaragi**, and Ryuso Aihara**
*Faculty of Engineering Science and Research Center for Extreme Materials,

Osaka University, Toyonaka, 560 Osaka, Japan

**EIKO Engineering Co., Ltd., 50 Yamazaki, Nakaminato, Ibaraki 311-12, Japan

ABSTRACT

An ulura high vacuum (UHV) scanning electron microscope (SEM) combined with a
scanning tunneling microscope {3TM) has been designed and constructed to solve problems,
arising from §TM surface imaging and nanofabrication using STM tips, such as difficulty in
probe tip location unu change in tip shape. The system facilitates to image and/or 1o modify a
wide range ot area from submicron down to subnanometer. A ZrO/W thermal emitier in a
Schotiky mode has been used for an electron gun to obtain a low energy spread with a high
angular current density. Minimum bearn spot diameters of 6 and 12 nm with currents of 100
pA and 4 nA are estimated by optical property calculation for high resolution (SEM) and high
current (fabrication) modes, respectively.

INTRODUCTION

Scanning tunneling microscopes (STMs) have been widely used 1o investigate surface
electronic states of conductive materials since their invention {1]. They have also been applied
to localized material modification in a nanometer scale {2 - 7], though the mechanism of such a
nanoscale modification was not yet clarified. Thus, the STM fabrication can provide in-situ
modification of atomic surfaces during atomic scale monitoring. Difficulties in nanofabrication
using STM tips are a probe-tip location, change in STM image and STM tip shape [7, 8], and
low process rate. The probe tip location cannot be easily identified because of the extremely
small processed area. The change in STM image during nanofabrication is often observed
presumably due to the change in tip shape induced by the application of voltage bias pulses {7,
8]. Such difficulties can be overcome by the combination of a scanning electron microscope
(SEM) column with a STM as in Fig. 1, which can facilitate the STM tip location in localized
areas and in-situ monitoring of the STM tip shape. An UHV chamber for the STM improves
the instability and contamination of modified atomic surfaces . Furthermore, an UHV SEM
combined with a STM realizes in-situ fabrication (i.e. surface imaging and modification) in a
wide range from micron down to subnanometer, when both electron beams are utilized for
imaging and modification. SEM/STM combinations have been attempted only by the use of
commercial SEMs with low vacuum chambers {9, 10] or a UHV chamber {11]. Design
optimization of th. STM chamber, the SEM column, and the electron source for in-situ
nanofabrication including both surface imaging and modification has not been made till now.,

In this study, an UHV SEM column connected to a chamber with a STM has been designed
and constructed to solve difficulties arising from nanofabrication using STM tips. The
focusing performance of the SEM column for surface monitoring (i.e. high resolution mode)
and modification (i.. high current mode) has been simulated.

ELECTRON BEAM SYSTEM DESIGN
STM_Chamber Design

Figure 2 shows the schematic of the UHV STM/SEM systemn having a load-lock chamber for
s7mple change. The STM is mounted on the stage in the UHV chamber made of iron and
coated with nickel. Iron is used to suppress the influence of stray magnetic field on both SEM
and STM. Surface coating of nickel is employed for low outgasing and for corrosion

protection during nanofabrication using reactive gases. The whole system is suspended by coil
springs to damp vibrations from the floor.

Mat. Res. Soc. Symp. Proc. Vol. 295, © 1993 Materials Research Society
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Electron Beam

STM Tip

Fig. 1 Schematic of STM/SEM combination covering a wide range of field.
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Fig. 2 Schematic of a UHV STM/SEM system having a load-lock chamber for
sample change.
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Table I A comparison of electron emission source characteristics between field
emission (FE) and Schottky emission (SE). AV: energy spread, di/dQ: angular

curren. density, 0: source size.

FE SE (ZrO/W(100))
AV (eV) 0.3 0.5-~15
didQ (pAsst) 104 102 ~ 103

d (nm) 5 15

vacuum (Torr) ~10-10 ~10°9

curr. stability bad good

ZrOW EMITTER

EXTRACTOR
CONDENSER LENS

GROUNDING ELECTRODE
CL ALIGNMENT-UPPER

7
—— cL ALIGNMENT-LOWE®

BLANKING PLATE

VARIABLE APERTURE
OL ALIGNMENT-UPPER

DEFLECTION COIlL-UPPER
DEFLECTION COIL-LOWER

STIGMATOR

OBJECTIVE LENS
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Fig. 3 Schematic of beam optics.
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Electron Gun

Electron guns usually used for finely focused electron beams are field emission (FE) and
Schottky emission (SE) electron sources. The FE electron source has smaller energy spread
and source size than the SE as shown in table I. However, the angular current density of the
FE source is much lower than that of the SE source. The current stability of the FE source is

also worse than that of the SE source. Therefore, a SE electron source with ZrO/W(100) is
employed as an electron gun.

Acceleration Column

Figure 3 shows the schematic of the acceleration column mounted with a ZrO/W SE source.
The column consists of an electrostatic condenser lens and a magnetic objective lens. The
important point for modification application using a STM is a working distance between the
sample and the bottom of the objective lens, the value of which is settled at 20 mm.

BEAM OPTICS SIMULATION

Aberrations of the focusing lens system shown in Fig. 3 can be calculated by a finite element
method [12]. Figure 4 shows the spherical and chromatic aberrations, cross-over point
distance, and magnification as a function of voltage ratio (VcL/Vacc) under a condition of
VEx/Vacc = 0.3. These parameters (Csi, Cci, Zi, and M) drastically change as the voltage
ratio between the condenser lens and acceleration voltages changes. Both aberration

coefficients are minimized at a lowest magnification, in which a finest beam can be obtained
(i.e. high resolution mode).

107 v v
Csi

= o Vex/Vace =03
— 10° f 1
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E 21
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VOLTAGE RATIO (V. / V¢ )

Fig. 4 Condenser lens aberrations (Csi: spherical, Cci: chromatic), cross-over
point distance (Zi), and magnification (M) as a function of voltage ratio
(Veu/Vace) under a condition of VEx/Yacc =0.3.
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Fig. 5 Beam spot diameter as a function of current for 25 keV electron beams with
two different modes.

Focusing characteristics can be further estimated using calculated aberrations and electron
source specifications [13]. Figure 5 shows the calculated beam spot diameter for the designed
electron beam column as a function of current for high resolution (SEM) and high current
(fabrication) modes. In case of high resolution mode, a minimum beam spot diameter of 6 nm
with a current of 100 pA can be obtained under a condition of M= 0.52 in Fig. 4, while that of
12 nm with a current of about 4 nA is estimated for high current (fabrication) mode under a
condition of M= 2.1. Thus this electron beam system provides two operation modes for
monitoring and fabrication ranging from 6 nmto 1 gm.

SUMMARY

The design concept of the UHV SEM/STM system and additional problems arising from the
combination of the UHV SEM and STM such as the influence of stray magnetic field and
vibration have been discussed. A ZrO/W thermal emitter in a Schottky mode has been used for
an electron gun 10 obtain a low energy spread with a high angular current density. Minimum
beam spot diameters of 6 and 12 nm with currents of 100 pA and 4 nA are estimated by optical
property calculation for high resolution (SEM) and current (fabrication) modes, respectively.
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SCANNING TUNNELING MICROSCOPY PERSPECTIVE OF STRUCTURES
ON REDUCED SrTiO3(001) SURFACES

YONG LIANG AND DAWN A. BONNELL

Depantment of Materials Science and Engineering, University of Pennsylvania, Philadelphia,
PA 19104-6272

Abstract

Scanning tunneling microscopy has been used in ultra high vacuum to provide atomic
scale structural information on reduced SrTiO3(001) surfaces. Our tunneling images exhibit
row-like features with 12 A and 20 A periodicities on the reduced surface. A local 2x1
reconstruction was also revealed on some regions of the surface. The experimental results are
discussed in terms of the different sublimation rates of surface constituents and formation of
lamella structures of Srpy1TinO3p+1.

Introduction

The surface structure of SrTiO3 has attracted considerable attention over the years due to
many interesting properties, which include surface relaxation and related ferroelectric properties,
photo-catalysis, and structural relationship with novel high-T; superconductor. A good
understanding of these properties, is closely related to the understanding of surface structures
and defect formation. Although many surface analytical-techniques have been used to provide
insight into surface electronic structure and symmetry, little is known about the geometric
structure and the composition of the surface at an atomic scale.

There are two possible terminations for a perovskite SrTi0O3(001) surface; the surface
can either terminate at a SrO plane or at a TiO; plane. Fig.1 shows a plausible configuration of a
surface with two terminations separated by a single height step. The left terrace consists of only
oxygen and strontium atoms, i.c., a SrQ termination; the right terrace is a TiO; termination with
only oxygen and titanium atoms. The population of the two terminations on a (001) surface is
determined by a number of factors, and since the symmetry is the same for both terminations,
four-fold symmetry and a square surface-unit-cell is anticipated for an ideal perovskite (001)
surface as shown in Fig.1. In contrast to many transition-metal oxides, SrTiO3 is able to
support both oxygen and titanium deficiencies through formation of variant structures such as
the intergrowths of lamellae (Ruddlesden-Popper phases) [1,2). This type of structure can be
formulated as Sry41TinO3441. The structure is related to idea! perovskite by a shear for every n
perovskite layers and reduction of coordination of a fraction of Sr atoms from 12-fold to 9-fold.

Fig.1 The SrTi04(001) surface illustrating SrO termination and TiO; termination
seperated by an atomic height step.

Mat. Res. Soc. Symp. Proc. Vol. 295. * 1993 Materiais Research Soclety
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Although scanning tunneling microscope (STM) has been widely used 10 study the metal
and semiconductor surfaces, STM on wide-gap, dielectric ceramic surfaces are, with a few
exceptions [3), very limited due to the specialty of those surfaces. For example: (1) The high
density of surface states and associated band bending could "pinch off” the tunneling [4]. (2)
The capacitive coupling between tunneling tip and surface may hamper the STM resolution [5].
We reduce these effects by increasing the carrier concentration of the crystal via reduction, and
obtained STM images which resolve atomic features on the reduced surface. In this paper we
focus on atomic structures of the surface annealed under ultra high vacuum(UHV). A detail
discussion of change of surface morphology and surface ordering with respect to different
annealing conditions was discussed elsewhere [6).

Experimental Procedures

A 10mm x Smm x 1.5mm single crystal SrTiO3 (Commercial Crystal Lab, FL) was cut
to within 10.5° of the (001) face, as determined by x-ray diffraction. The surface was polished
with progressively finer alumina paste down to 0.03um and then was chemically etched in order
to eliminate mechanical damage. Samples were reduced under 10-7 Torr vacuum at 1000 °C for
two hours and quickly introduced into an UHV chamber for a further annealing at vacuum of
5x10-10 Torr, 600 °C for 35 min. The reducticn yiclded a crystal with a green-yellow color and
a resistivity on the order of 103 Qecm, TF “zh temperature reduction was achieved through a
resistive heater made of tantalum foil tha. was firmly attached 10 the back side of the crystal.

Experiments were performed under UHV with a base pressure of 2x10-10 Torr,
Surfaces are imaged using two STM's; One built in-house and described earlier{7], was
modified with spring suspension and tube scanner, and the other is a commercial STM (WA
Technologies, UK). Pt-Ir tips were mechanically formed and were further in-situ cleaned and
sharpened via ficld emission with an emission current of 1 pA for two minutes. All images were
acquired in constant current mode with a typical tunneling current of 0.5 nA. Auger electron
spectroscopy(AES) was used to verify the surface cleanness.

Resul 1 Di .

Annealing in UHV at clevated temperature for 35 min produced a surface with the row-
like structures shown in Fig.2. Clearly, distinct row features run across the surface along the
[100] direction. The typical spacings between two rows are 12 A and 20 A. Fig.2a shows
features with periodicity of 12 A. In which detailed atomic structures are evident in some
regions. The vertical corrugation of thc rows is approximately 2A. Fig.2b shows features with
periodicities of both 12 A'and 20 A, observed at another area of the surface. Both images
demonstrate that the surface consists of intergrowths of rows with different spacings. The width
of the intergrowths with 20 A periodicity appears to be larger than that of intergrewths with 12

spacing. In addition to row features, we occasionally observed a local 2x1 structure as shown
in Fig.3. The size of the unit cell is about 4A x 8A with the large dimension along the [010]
direction. This result agrees with the LEED observation by Cord et al. [8) in which a 2x1
reconstruction was observed on the surface annealed in UHV. Mos: of the surface structures
appear to be insensitive 1o the sample bias; as we vary the bias and change the polarity, no
essential changes in the images are observed. This implies that our images are likely dominated
by topographic structure instead of electronic effects [9). In any event the observations are
clearly different from an ideal bulk-truncated surface structure, on which a square unit cell with
4-fold symmetry is expected. Our results show directional features which introduce a prime
direction {100] on the surface and lower the surface symmetry from 4-fold to 2-fold.

One direct consequence of anncaling is a change of stoichiometry of the crystal. Due to
the lower coordination, reduction on the surface may be different from ihat in the bulk.
Consequent surface structural changes that are consistent with our experimental observation
could occur through two possible processes: The first requires formation of new phases on the
surface upon reduction. This involves changes of both surface geometry and surface
composition. The second is based solely on the oxygen vacancy distribution with the basic
surface structure remaining unchanged. It is assumed that oxygen vacancies crcated by
reduction form an appropriate pattern that gives rise to an observed structure.
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Fig.2

Constant current STM image of an anncaled surface showmg row-like
structures with spacing of 12 A and 20 A, Xn) 2370 A x 300 A image
with black-to-white scale of 11 A_ (b) 130 A x 105 A image with a
black-to-white scale of 6
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Fig.3  Constant current STM image showing a local 2x1 structure on the
S$rTi03(001) surface.

We first discuss how ..c UHV annealing could affect the surface composition, leading
to new phases. When heating the crystal at elevated temperature, the surface adsorbates are
expected to desorp and, if the temperature is sufficiently high, some host surface atoms will also
leave the surface by sublimation. The sublimation rate generally depends upon the bonding
strength, coordination of each atom, concentration of constituents on the surface, and partial
pressure of constituents in the vacuum. Oxygen is known to have a high sublimation rate,
partially due to its high concentration. In our experiment the typical vacuum pressure is 5x10-10
Torr during annealing, and the partial pressure of Sr, Ti, and O is at least on the order of 10-12
Torr, but is likely to be lower. The bonding strength of Sr-O is about two thirds that of Ti-O
[10}. On the other hand, Sr has 12-fold coordination in the bulk and 8-fold coordination at the
surface, which is nearly twice as large as that of Ti, which has 6-fold coordination in bulk and
5-fold coordination at the surface. Taking into account these two factors, Ti is expected to have
a higher sublimation rate than Sr in SrTiO3. In fact, Brooks et al. found that sputtering
SrTi03(001) followed by an UHV annealing at temperature of 760 °C produced a surface with
concentration of Sr as high as 85%, and Ti only 15% [11]. In contrast, Henrich e al.
concludea that sputtering alone yielded a Ti rich StTi0,(001) surface [12]. The difference
between the two results suggests that UHV annealing does increase the surface Sr-to-Ti ratio.
From these considerations, we believe that UHV annealing can change the surface stoichiometry
as described by SrTi[.xO3.y. If we parameterize x and y in terms of an intcger n:

x=1/(n+1)
y=2/(n+1) where n=0, 1, 2, - oo,

then the surface composition can be formulated as Srps1TigO3n41. This corresponds to the
lamella structure, a variant of SrTiO3 which is known to be stable at scveral different orders,
i.e., different n [13-15]. Srn+1TinO3n+1 exhibits two interesting features: First, in
accommodating the O and Ti deficicncy, those Sr atoms which are located in and next to the
shear layers change their coordination from 12-fold to 9-fold. Second, one section of each unit
cell is displaced by an amount of a/2 and 8/2, i.c., half of the unit cell (2 A) along both [ 100}
and [010] directions. This structure has two-fold symmetry along @ and b axes rather than the
4-fold symmetry of the perovskite structure. Fig.4 shows two lamellac with n=1 for Sr2TiOq.
and n=2 for Sr3Tiz(7. The sizes of the unit cells are 12 A along ¢ dircction for SraTiO4 and 20
along c direction for Sr3Tiz(7, respectively.
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Fig.4d  Schematic drawing illustrating the relationship between ideal perovskite
SrTiO3 (a) and two lamella structures of SroTiO4 (b) and Sr3TizO7 (c).

From the previous discussion, it is clear that annealing in UHYV results in a surface
deficient in oxygen and titanium. To accommodate the deficiencies, some Sr atoms change their
coordination from original 12-fold 1o 9-fold and surface fcrms phases of Sry,1TipO3n41 with
different order depending upon the local degree of deficiency. If the UHV reduction is
sufficiently long, lamella phases merge and form intergrowths which reduce the surface
symmetry to two-fold and give rise to the row-like structures. The images in Fig.2 are
consistent with formation of lamella phases with spacing of 12 A for SraTiO4 and 20 A for
Sr4Tiz0g. The displacement described in Fig.4 results in a protrusion with a height of 2 A as
our STM images show. At present we are not able to determine how deep the lamellac extend.

The second mechanism which could partially explain our results is the oxygen vacancy
model. This model assumes that the basic surface structure is unchanged, but that the
concentration of oxygen vacancies and the ordering of oxygen vacancies varics with annealing.
Differing concentration and ordering would naturally lead to different surface morphology.
However, this model is deficient in that it can not explain the change of surface symmetry. In
addition, one must assume that the oxygen vacancies arrange themselves in such a pattern as to
produce the observed periodicities. This is difficult to reconcile without involving further
surface structural transformation. Furthermore, this model is based solely on oxygen vacancy
formation which essentially assumes that the sublimation rates of Sr and Ti are equal. This is
difficult to justify based on the above discussion.

In conclusion, reduced SrTiO3(001) surface has been characterized using STM o
provide atomic scale structural information. Our topographic images revealed row-like
structures with spacings of 12 A and 20 A. A local 2x1 structure was also observed at some
regions of the surface. The row-like structures are consistent with lamellae of SrTiO4 and
Sr3TizO7. The experimental results could be explained in terms of the formation of reduced
phases that result from different sublimation rates of Sr, Ti, and Q.
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SURFACE STRUCTURE AND ELECTRONIC PROPERTY OF REDUCED
SrT1045(100) SURFACE OBSERVED BY STM/STS
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ABSTRACT

¢ —— e

We have obtained STM images and STS data wlith atomic-scale
resolution for SrTi0,{(100) surface annealed in UHV at 1200 °C. A
V5x/ 5-R26.8° surfice superstructure indicating oxygen vacancy
' ordering has been observed. The STS data provide evidence for a
localized surface state arising from oxygen vacancies at 1.35 eV
below the Fermi 1level. STM lmages of the V 5xV 5 structure
correspond to the surface orbital of the ordered Ti-oxygen

vacancy complex.

1.INTRODUCTION

The surface of metal oxides with a perovskite structure
(ABO,,, where A i1s a group 1 or 11 fon and B 1is a transition-
meta?) plays an important role in surface photocatalysis (1] and
as a substrate for thin film deposition {2}. Surface defects in
these materials are especlially important as centers of chemical
reaction [3] and for the nucleation of crystal growth. The
surface of strontium titanate (SrTi0,) Is Interesting from the
viewpoint of not only a typical pe?ovskite but also typlical
dielectric material. For these reasons, there have been many
surface science studies on SrTiO,. With 1low energy electron
diffraction (LEED), a 2x2 superstricture has been reported after
annealing in ultra high vacuum (UHV) . Photoelectron
spectroscopic (PES) studies 1indicate a superstructure model
, ¥o§§lsting of ordered surface defects, where the defects are -

i

[

-0 (3 :oxygen vacancy} complexes forming a state inside the
band gap {4.,5]). Moreover, the surface electronic states related
with oxygen vacancles have been calculated [6,7). In spite of
these studies. the relationship between reconstructed surface and
electronic energy structure have not been well understood. In
order to characterize such a surface, scanning tunneling
microscope (STM) and scanning tunneling spectroscopy (STS) are
powerful tools. However, STM-images for metal oxide with atomic-
scale resolution are scarcely reported except for cuprate
superconductor and TiO, so far.

In this paper, &e report STM and STS data for a SrTiO
surface with atomic resolution after annealing in UHV. We wi]?
show high resolution images of a V 5x/ 5-R26.8° superstructure
indicating the exlistence of localized surface states arising
from oxygen vacancy ordering on the reduced surface.

SR S

2 .EXPERIMENTAL

The STM and STS measurements were performed with a USM-301
(UNISOKU, Japan). Current-versus-voltage (I-V) spectra were
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acquired during imaging. The experiments were qﬁﬁducted in an
Ul chaxber with a8 Lase pressure of 8x10 Torr. Both
mechanically formed Pt-Ir and electrochemically etched W tips
were used. We callbrated the XYZ-scale by imaging a weli-known
Si(111)}-7x7 surface. The STM chamber was equipped with a
preparation chamber for sample heating and varlous surface
treatments. Reflection high-energy electron diffraction (RHEED)
experiments were conducted in the preparation chamber using the
25-kV beam from a RHG-1000 (PHYSITEC, Japan) electron gun.
Polished and (100) orlented, plate-shaped crystals of SrTiO

were purchased from Earth-~Jewelry Co. (Japan). The SrTi0O crysta?
was clamped on a Si heater mounted on a holder made of Tg and Mo.
The sample was pre-heated for degassing 1in the preparation
chamber and annealed at high temperature In the STM chamber. The
sample temperature was measured with an optical pyromepg;. The
chamber pressure during annealing did not exceed 1x10 Torr.
After annealing, the sample was transferred to the STM head. It
was possible to obtain STM images with atomic-resolution within
3 hours after the annealling.

3.RESULT AND DISCUSSION

3.1 RHEED Measurements of (a)
Reduced SrTi04;(100) Surface

The sample was annealed
in UHV at 1200 C for 2min.
Fig.1 (a) and (b} show RHEED
patterns from the reduced
SrTi0,(100) surface with the
elect¥on beam incident along
the [010) and [021] azimuth,
respectively. Pattern {a)
consists of the zero order [01(‘
main streaks and split streaks
located on the first order
Laue circle, with sharp 1llne
width and high contrast to (b)
back ground. The spacing of
the main streaks is
corresponding to a lattice
spacing of d<1 >=0.39. This
value suggests gﬂat the square
lattice has the same
periodicity as that of bulk
unit cell. This surface,
however, 1is quite different
from the 1x1 surface. The
splitting of the streaks lying
on the first Laue circle u)21]
indicates a twin-11ke
structure. On the other hand,
pattern (b) taken with the Flg.1

electron beam incident along RHEED patterns from the
the ([021] azimuth shows also reduced SrTi0,(100) surface
symmetrical streaks. The angle annealed at 1900% in UHV for

between the {021] and {010] 2min, observed with the
azimuths {s 26.6° . The streaks electron beam incident in (a):
in pattern (b) have very sharp [010] azimuth and (b) [021]
l1ine width and intensity azimuth.
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maxima lying on a zero order
Laue clircle, indicating a very
flat surface. This pattern
consists of three main streaks
and 1/5-order streaks. The
spacing between the main
streaks corresponds to a

lattice spacing of
d =0.174 nm. The 1/5-order
sf?%gﬁs indicate a
reconstruction with

5d =0.87 nm in the [021]
di?gégion.

.
3.2 Topographic Structure of J 10nm '\‘
Reduced SrT105(100) Surface

(b)
Reduced SrTio has \/T\
sufficient ---% 0.42nm

conductiv?ty for

STM measurenents. This

conductivity arises from the Fig.2

oxygen defects introduced (a): A current image of 50 nm
during annealing. The Ti- by 50 nm region of the reduced
oxygen vacancy complexes SrTi05(100) surface. (b): A
induce a defect band 1inside cross section obtained with
the band gap without changing constant-current scan along
the main electronic structure the line indicated In (a).

below the Ferml surface.

A current image presenting a surface step Is shown in Fig.2
(a). Fig.2 (b) shows a cross section taken with constant current
along the line indicated in Fig.2 (a). Atomically flat terraces
and a clear step are observed. SrTi0, has a perovskite structure
and different surface terminations 31th either Sr0 or TIO are
possible. The observed height of the step is 0.42 nm, slmllgr to
the unlt cell dimension for bulk SrTiO,. Sub-unit cell steps were
not observed 1in any of the images. Mgreover. the surface I1mage
of terrace (A) is the same as that of terrace (B). Accordingly,
the top layer of the surface 1s always of one kind, either Sr0O or
Tio, .

2 Fig.3 show STM images of reduced SrTi0,{(100) surface with
atomic scale resolution. Many atomic size par%lcles are observed
on the surface. These particles are not due to contamination
from background gases, because the number of particles does not
change with time, even after exposure for two days. Moreover the
particles are always located at a lattice point of the square
structure. The number of particles on the clean surface decreases
after longer annealing. However, long time annealing cannot
remove the particles at surface boundary. Evidently these
particles are attracted by ' the disordered boundary. These
results suggest that the as-polished surface of SrTi0 is
strongly damaged and that the damaged layer can be removed agd/or
rearranged by annealing in UHV at 1200 *C for few minutes.

The surface shown in Fig.3 can be divided into three domalins
(A) and (B) by surface boundaries. The axlis ¢ the square
lattice in domain (A) is rotated compared to that in domain (B).
A similar rotation 1s also in all other samples. The axes of
these square lattices are rotated by about 26 degrees from the
<100> symmetry direction of the bulk crystal. This rotation angle
is in good agreement with RHEED measurement. Another type of
boundary 1is observed between domain (A) and (C). The square
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Filg.3

An atomic-scale resolution current-image of 40 nm by 40 nm region
of the reduced SrTi0,(100) surface taken with a tip bias of 0.6 V
and a tunneling cu?rent of 400 pA. The axis of square lattice
rotate by about 26° from the axis of bulk crystal. The rotational
boundary between domain (A) and (B) is observed. The extended
image of a phase shift between domain (A) and (C) is shown.

00inm

Fig.4

(a): A constant current image of 5.5 nm by 5.0 nm region of the
reduced SrTi0,(100) surface taken with a tip bias of 3.0 V and

a
tunneling cur?ent of 300 pA. (b): A cross section of the surface
indicated in (a).




lattice of domain (A) slides against that of domain (C) as
illustrated in the expanded i{mage. This phase shift suggests that
the observed square lattice dose not correspond to the actual
unit cell, but iInstead corresponds to a superstructure. To
examine the details of the square superstructure, the high-
resolution constant-current image have been observed as shown
Fig.4. The spacing of square lattice is 0.87 nm which {s in

agreements with the STM measurements. Therefore, the RHEED and

STM results indicate that the surface annealed at 1200 <

reconstructed in v/ 5xJ 5-R26.6°

superstructure.

3.3 Electronic Structure of Reduced SrTi04(100) Surface

In order to study the
structure, we examine the

vacanclies {5]. Therefore,

origin of the +5x/5 surface
differences in the electronic
structure of the dark and bright regions in the ST image. The
STS data shown in Fig.5 were averaged for the bright
regions respectively. The spectrum of the dark region (dotted
1ine) has a band gap energy of about 3 eV which agrees with
value for stoichiometric SrTi0,.
region has a similar electronic”structure as the
SrTi0, surface. On the other hand,
a baﬁd around -1.35 eV below the Fermi level (solid line).
value agrees well with the result of PES data. Cord and Courths
reported a surface defect state (E=~1.3 eV) induced by oxygen

the contrast 1In the ST™ image

corresponds to an oxygen defect band.

(d1/dV)I{1IV)

{]
w

Fig.5 Normalized conductance
of the reduced SrTi10,(100)
surface. The solid and aotted
lines represent the spectra
averaged over 6 spectra at
bright and dark reglons of STM
image (a) respectively. These
spectra were obtained during
imaging of (a).

Ti- O vacancy
complex

Fig.8

A posslible model of V5xV§
reconstruction of SrTi0,(100)
surface. Oxygen defectg is
ordered along <012> azimuth in
the T102 top layer.

in
good

and dark

the
This suggests that the dark
stolchiometric
in the bright region, we found
This
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The Sr level 1s too deep to be observed by STM/STS.
Accordingly we can not determine whether the top mwmost surface
layer 1s Sr0 or TiO,. However, the STM/STS data are consistent
with the assumption® of a Ti10, layer as the topmost surface.
Tsukada et al. has calculated tﬁe surface electronic structure of
SrTio with oxygen defects by the DV-Xa cluster method. In the
absenge of defect, SrTiO, has no state near the Ferml level. Upon
introduction of oxygen“vacancies in the TI0 surface, defect
states appear near the Fermi surface. The” highest occupled
molecular orbital (HOMO) induced by oxygen defects shows a broad
maximum around the Ti atoms and swells toward the vacuum side
[7). Based on this theoretical result, we propose a structure
model that oxygen defects ordered along <012> azimuth in the TIiO
top layer as shown 1in Fig.6. In the STM measurement, thg
tunneling current flows from this surface defect state to the
tip. Therefore the STM image reflects the topology of this state.
Consequently, the bright reglqﬁ.of the STM image may correspond
to the periodicity of the [J-Ti" -0 vacancy complex.

4 .CONCLUSION

We have performed STM/STS measurements of SrTi0,(100)
surfaces with atomic-scale resolution. A V 5%/ 5-R26.6° sarface
superstructure indicating oxygen vacancy ordering in the T10Q, top
layer has been observed using STM and RHEED. The STS data prgvlde
evidence for & 1locallized surface state 1Induced by oxygen
vacancies. From these results, a model {s proposed in which the
STM 1Image is assumed to result from the surface orbital of the
[J-Ti-oxygen vacancy complex. Such direct observation of oxygen
vacancy and electrontc structure in real-space s lmportant to
reveal the mechanism of surface reaction and injtial stage of
crystal growth on SrTlOS.
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METASTABLE STRUCTURAL SURFACE EXCITATIONS
AND CONCERTED ADATOM MOTIONS: A STM STUDY OF ATOMIC
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ABSTRACT

Knowledge about atomic scale motions is essential to the understanding of dynamical
phenomena on surfaces, such as diffusion, phase transitions, and epitaxial growth, We
demonstrate that the addition of a very small number of Pb atoms to a Ge(111) surface reduces
the energy barrier for activated processes, thus allowing one to observe concerted atomic
motions and metastable structures on this surface near room temperature using a tunneling
microscope. The activation encrgy for surface diffusion of isolated substitutional Pb atoms in
Ge(111)-c(2x8) was measured by observing individual atomic interchanges from 24°C to 79°C.
We also observed the formaticn and annihilation of metastable structural surface excitations,
which are associated with large numbers of germanium surface atoms in one row of the ¢(2x8)
reconstruction shifting along that row like beads on an abacus. The effect provides a new
mechanism for atomic transport on semiconductor surfaces and can explain a number of other
observed phenomena associated with Ge(111) surfaces, including the surface diffusion of Pb
atoms.

INTRODUCTION

Dynamical phenomena on surfaces, such as diffusion, phase transitions, and epitaxy, are
of fundamental importance in condensed matter physics. Experimental studies of the detailed
atomic motions associated with these dynamical processes clearly require atom-resolved
microscopy. However, direct observation of these atomic motions has been elusive. We
introduce a remarkable system for atomic-scale study of dynamical processes: Pb/Ge(111)-
c(2x8). A very smail amount of Pb lowers the activation energy for motion within the surface
reconstruction so that atomic diffusion and metastable structures occur near room temperature
and can be observed with atomic resolution. This provides us with an unprecedented
opportunity for in situ observations of atomic processes.

Diffusion on metal surfaces has been measured using the field-ion microscope (FIM), and
detailed mechanisms such as ¢ sncerted atomic exchange have been documented(1]. The FIM
studies, along with the calcultions they motivated, have greatly improved our understanding
of atomic dynamics on metai surfaces. The scanning tuaneling microscope (STM) is just
beginning to fulfill some of its promise as a toof to study atomic dynamics. It has recently been
used in studies which are very promising for furthering our understanding of diffusion and
epitaxy in systems of direct technological interest[2]. Additionally, phase transitions on
Si(111)-7x7[3] and on Ge(117)-c(2x8){4] surfaces have been observed using hot STM. In all
of these cases, however, the motions of individual atoms have not been directly measured.

Pb/Ge(111)-c(2x8) is a f.vorable system for the atomic scale study of dynamics on
reconstructed serniconductor surfaces for several reasons, First, unlike Si atoms for example,
the Pb atoms are readily distinguished from the Ge adatoms by the STM. Thus it is clear when
they move, and they can be tsed as markers which allow the registry and motion of the Ge
atoms to be determined. Second, bulk Pb and Ge do not intermix and Pb atoms do not
evaporate from the surface below 300°C, so we can be sure that any Pb atom which disappears
from our field of view in the STM has gone to another surface site. Finally, the pure Ge(111)-
c(2x8) surface is a "soft" reconstruction that undergoes a phase transition near 300°C. Thisisa
low transition temperature compared with that of Si(111)-7x7 (which is around 860°C,) and
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suggests a relatively weak bonding of Ge adatoms to the substrate. As a result, Ge adatoms
are mobile at room temperature on the Pb doped surface]5.6].

LEAD DIFFUSION
Activation energy

Details of sample preparation and STM operation have been presented elsewhere[5).
Diffusion data were taken at two different coverages of Pb: one at which the Pb atoms
constitute about 6% of the total adatoms in the ¢(2x8) reconstruction and one at which they
constitute about 4% of the total. The diffusion temperature was varied between room
temperature and about 80°C by passing direct current through the sample. The data were
analyzed by comparing the positions of Pb atoms in one image to those in the previous image.
If a Pb atom appeared in a given position in one image but not in the following image, the
motion was counted, Only departures (atoms which move away from sites they previously
occupied) were counted, not arrivals (atoms which move in to sites they did not previously
occupy). This avoids double-counting, since each individual migrauon event consists of both
an arrival and a departure. By analyzing a large number of images, we can thus measure the
diffusion of the adatoms one atomic motion at a time.

Fig. 1 shows four STM imag-< taken on the high coverage sample at 48°C at two and four
minute intervals. The Pb adat s are clearly visible as white spots, and occupy substitutional
adatom sites in the Ge(111)-c( :x8) reconstructed Iayer (presented schematically in Fig. 2). For

Fig. 1 Four successive 100 X 115 A $TM images of Pb adatoms in substitutional sites on the high coverage
sample. Elapsed time in [minutes:scconds] is indicated at the bottom of cach image. The black arrows indicate
the direction and length of eight sirgic interchanges. Four atoms which do not appear at the same position or
near-neighbor positions in the subscquent frame arc marked with black stars. These are discussed in the text as
fong jumps.
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[191)

—

Adatom row direction

Fig. 2 Schematic diagram of the Ge(111)-¢(2x8) surface. Small circles represent top layer bulk Ge atoms, large
circles are Ge adatoms (shaded) and a Pb adatom (open). Scven near neighbors arc identificd. We find that the
diffusion by single interchanges occurs primarily along the indicated adatom row direction,

the high coverage sample, 171 images containing 1001 motions from a total of 9901 atoms
were analyzed. For the low coverage sample, 248 images containing 1187 motions from a
total of 5530 atoms were analyzed. (The proportion of data at high temperatures was greater on
the low coverage sample, so a greater fraction of the atoms under observation moved.) In Fig.
1, we observe eight single (near neighbor) interchanges. For these eight interchang=s we have
placed a black arrow showing the position of the adatom in the next image. We also identify
four long jumps with black stars. In our analysis, a fong jump is counted when an atom is
present in one image and is not present either at its old site or at a neighboring one in the next
image.

The average atomic movement rate R and deviation 6 at a particular temperature are given
by R = £my/ Zt;2; and 6 = (Zm;)/2/L;a;, where m; is the number of movements that occur
among a field of a; Pb adatoms in the ith time interval t;] 5. If the motion is thermally activated,

then R varies with absolute temperature T as R = vexp(-Ep/kT), where v is an effective
attempt frequency and Ep is the activation energy. Log R versus 1000/T for the high coverage
sample is plotted in Fig. 3. Note that a straight line fits the data quite well, and yields Ep =

0.54 £0.03 eV and v~ 7x1C%s"1. In Fig. 4 we plot the same thing for the low coverage
sample. Again, a straight line fits the data quite well, although it yields Ep, = 0.73£0.03 eV

and v = 4x108 s-1. The ratio of single interchanges to long jumps remains constant over our
temperature range for both samples; log R versus 1000/T of the single interchanges yielded the
same value of E, (with a larger uncertainty.) Either the single interchanges and the long jumps
occur by the same process or they occur by processes with very similar activation energies, and
we consider the data together.

The strong dependence of the diffusion parameters on Pb concentration suggests that
complicated processes are at work. Activation energies in the range of 0.5 to 0.7 eV are not
surprising. Effective attempt frequencies as low as 10 to 108 s-! are. (Attempt frequencies are

usually expected to be about the Debye frequency, = 1013 s-1.) Such small prefactors suggest
that there is a relatively small phase space associated with the atomic motions involved in the
transport of Pb atoms from one substitutional site to another. That is, recalling that the effective
attempt frequency contains an entropy term as well as atomic vibration frequency terms, these
results show that the entropy associated with the diffusion mechanism is small. As we shall see
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in the next sections, this is not unreasonable because even simple near neighbor interchanges of
Pb and Ge atoms are accompanied by extensive atomic motions far from the site of the
exchange.

We carefully examined the influence of the scanning process on the adatom movement rate,
and found two strong indications that it has negligible effect. First, at each temperature we
made a few images at intervals two to five times as long as the rest in that data set. By
analyzing the dependence of movement rate on imaging frequency, we can measure the number

of interchanges induced by scanning. We find 0.01 2 0.015 interchanges/adatom for each

10 q 10° Yy T T T ]
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Inverse 1emperature (1000/K) Inverse temperature (1000/K)

Fig. 3 Arrhenius plot of the observed movement Fig. 4 Arrhenius plot of the observed movement
rate for Pb adatoms on the high coverage sample at rate for Pb on the low coverage sample at
temperatures from 24°C o 79°C. Vertical crror bars temperatures from 27°C to 75°C.

come from the cxpression for o in the text,

horizontal error bars reflect +2°C.

image scanned. Second, s'nce we expect any scan-induced effects would be independent
of temperature, the fact that the movement rate increases as a function of the temperature
according to the Arrhenius relation indicates that the scanning process does not contribute to the
movement rate. Therefore we conclude that our means of measuren.ent does not alter the
measured activation energy.

Anisotropy

Since in the Pb/Ge(111)-c’2x8) system the surface reconstruction breaks the symmetry of
the bulk, the anisotropy of the diffusion in this system was analyzed. For the high coverage
sample, we examined the relative frequency of interchanges with the seven near neighbors
shown in Fig. 2. Compiling 285 single interchanges and referring to Fig. 2, we find that 56%
are to positions 1 or 4, 31% to positions 2 or 3, 7% to position 5 or 7, and 6% to position 6.
Thus diffusion perpendicular to the direction indicated in Fig. 2 is constrained; the ratio
between the diffusion rate for single interchanges along the indicated direction to that
perpendicular to it was found by a Monte Carlo simulation to be 2.6]7). (Note that the
existence of three differently oriented ¢(2x8) domains on the surface will generally mask the
role of this anisotropic diffusion in macroscopic measurements.) We observe no correlation
between the diffusion and the direction of the current flowing through the sample.

The anisotropy in the long ju.nps turns out to be even more striking. On the low coverage
sample, because of the lower concentration of Pb adatoms, it was possible to study the fate of
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many of the long jumps. We assumed that the atoms made the shortest jumps consistent with
the data. Temperature did not seem 10 affect either the length or the fraction of jumps along the
row, so the data at all temperatures were taken together. Of the 183 movements which could
be definitely identified as being to one of the fourteen second-nearest neighbors (i.e., two
single interchange spacings away), 81 were to positions on the same row. That is, 44% of the
two-spacing interchanges were to 14% of the possible two-spacing-distant sites. Further, 43%
of the identifiable three-spacing interchanges and 42% the four-spacing interchanges were to
sites on the same row. Same-row sites constitute only 10% and 7% respectively of the
possible sites at that distance. If our assumption that all jumps were of the shortest possible
distance is not accurate, this fraction might actually go up somewhat.

ROW SHIFTS: THE ABACUS EFFECT
etastable structures and the diffusion mechanism

Subsequent to the diffusion studies discussed above, a third sample was prepared with
intermediate coverage to enable us to study the detailed mechanism of Pb diffusion. Fig. 5

Fig. 5(A)-(D) show four consecuti»z STM images taken at 45°C, separated by 65 scconds each. (B) and (C)
show metastable states with Pb atom » sitting on two different Hy sites. Notice the Ge adatom structure change

on both sides of the Pb atom ». The 2x2 and c(4x2) structures transform into cach other through an adatom raw

shift. (D) shows that the metastable state relaxes, and it also shows adatom row shifts occurring on an adatom
row during data acquisition (indicated by an arrow),

—
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shows four consecutive images of 90 x 90A taken at 45°C, separated by 65 seconds each .

Fig.5a shows a ¢(2x8) surface. All Pb atoms replace Ge adatoms in the c(2x8) reconstruction,
as observed in Fig. 1. We call these substitutional Pb atoms. They, like all the Ge adatoms,
sit on Ty sites. (See Fig. 6a.) However, in Fig. Sb, a Pb atom (marked with an asterisk)
shifts left to an Hj site. Also, on the same row aid to the right of the Pb atom, a string of Ge
adatoms concertedly shifts left by one primitive vector to the next Ty sites, Notice that 2x2 and
c(4x2) rows of subunit cells ransform into each other by this atomic row shift, as indicated in
the figure. A model of this concerted motion is shown in Fig.6b. Fig.5c shows the same Pb
atom shifted right to another Hj site accompanied by another adatom row shift (presumably

Ge adatom '  Ge adatom before the row shirt
Pb atom

Pbh atom before the row shift
First-fayer rest atom with a dangling bond
First-layger atom bound to adatom

ce B @

Fig.6 (A) is a simple adatom model of Ge(}11)-c(2x8). Subunils of 2x2 and ¢(4x2) are indicated by shaded
areas. Note that there are two ineqiivalent adatom sites. A substitutional Pb atom on adatom site { can hop to
three adjoining Hg sites, whercas :t can hop 1o only two on adatom silc 2, because of the availability of rest
atom danglirg bonds. (B) shows a model for a metastable surface structural excitation. The Pb atom mosves
from a T4 site to an adjoining Hj s:te, accompanicd by a cascade of Ge atom transitinas along the adatom row.
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after the structure relaxed back to that in Fig.5a). The structure finally relaxes back to the
original structure in Fig.5d. This case demonstrates that there are at least two possible
neighboring Hj sites to which the Pb atom can hop. However, we usually see only individual
excitations either like Fig.5b or like Fig.5¢c, then the structure relaxes. Both structures in
Fig.5b and Sc¢ are metastable: they can last minutes at low temperatures before relaxation. We
call this phenomenon a metastable structural surface excitation. Surprisingly, it involves the
motion of very many adatoms. The length of an adatom row shift usually extends beyond our
scan area. Occasionally it terminates at a pre-existing defect or a domain boundary. We have
never observed the creation of a vacancy which might be expected from a partial row shift,
The Ge atoms appear to move as concertedly as the beads on an ahacus: when one is pushed,
they all slide together, The longest row shift we observed involves 21 Ge adatoms moving
(corresponding to 168A), and the end is still beyond our scan area.

The concerted motion of Ge adatoms may provide a clue to the mechanism of Pb diffusion
and the basis for its anisotropy. The single interchanges may occur by a concerted exchange
mechanism similar to that suggested by Pardey for bulk S118]. Since the exchanging atoms
must move in concent, it is not surprising that the effective attempt frequency we observe is
orders of magnitude smaller thun the attempt frequency that would be expected for a one atom
process (usually taken to be about the Debye frequency) The long jumps may aiso occur by a
concerted exchange mechanisr involving larger numbers of atoms. Clearly, the row direction
is an easy pathway for Pb atom diffusior, and the adatom row shift can provide a mechanism
which can explain the large anisotropy of the long jumps. The vacancy which a substitutioral
Pb atom leaves behind can propagate through a partial adatom row shift until it recombines
with the Pb atom. Likewise, ac we have observed, a Pb atom tragp~d on an Hy site can make a
long jump along the row direction, and land on a different Hy site through an adatom row
shift[6]. A model is drawn in Fig.7.

Other processes involving row shifts

The phenomenon of row shifts may also play an importaat role in the phase transition of
27111)-c(2x8) observed bet-ween 200 and 300°C. A recent hot STM study of this phase
uansition observed {uzzy rows, which were ascribed to the hopping motion of the adatoms

. Ge adatom O Ge adatom before the jump
. Pb atom Pb atom before the jump

Fig.7 Model for a long jump of an H3-site Pb atom along an adatom row.

G T A P o . v



48

during the imaging process[4]. We believe those are the adatom row shifts we report here.
We do not observe this motion on the clean Ge(111) surface at temperitures between 24°C and
80°C. However, the weak Pb-Ge bonding reduces the activation energy of this process so that
we can observe the atomic motions at low temperatures. On a clean Ge(111) surface, Ge
adatom row shifts can alse occur at high temperatures, for Ge adatoms then have a good
chance to hop to Hj sites by themselves. We believe Ge adatoms form rows upon cooling
from the transition temperature of ¢(2x8), and through appropriate row shifts the ¢(2x8)
reconstruction forms with occasional occurrence of three or more adutom rows in 2x2 or
c(4x2) local arrangement. This adatom row shift also represents a previously unrecognized
mechanism for atomic transport on <rystal surfaces, and may explain the roughness of the steps
in STM images of this surface. Additionally, the accommodation of Pb aloms into
substitutional sites after deposition may be accomplished by this concerted shifting of Ge
adatom rows toward domain boundaries.

CONCLUSION

We are still in the early stages of developing an understanding of the fundamentul
dynamical processes responsible for phase transformations, growth, and diffusion on
semiconductor surfaces. The Pb/Ge(111)-c(2x8) surface has proven to be a practical system
for direct, atomic-scale study of these processes. We hope our diffusion studies, identification
of structural excited states, anc observation of the formation and annihilation of these excited
states will stimulate further experimental and theoretical study of these phenomena and their
role in surface dynamics.
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MECHANISMS AND ENERGETICS OF SURPACE ATOMIC PROCESSES, AN
ATOM-PROBE FIELD XON MICROSBCOPE STUDY

Tien T. Tsong
Institute of Physics, Academia Sinica
Taipei, Taiwan, ROC

ABSTRACT

Atom-probe field ion microscopy is capable of imaging solid
surfaces with atomic resolution, and at the same time chemically
analyzing atoms selected by the observer from the atomic image.
The samples are restricted to these having a tip shape, but in
many cases this is no longer a drawback since structures in
high~tech materials are reducing in size to that comparable to
or smaller than the field ion emitter tip. This technique is
finding many applications in different areas. Qur recent
applications of this technique to the study of the dynamical
behavior of surfaces and surface atoms and their mechanisms and
energetics, and the atomic scale chemical and composition
analysis will be briefly described.

INTRODUCTION

It is well known that using the field ion microscope (FIM)
the atomic structures of solid surfaces can be imaged. Using
the atom-probe FIM, not only the structures of the surfaces can
be seen, the chemical species of these atoms can be identified
by time-of-flight mass spectrometry ?150, or the composition of
the surface layers can be analyzed. Some of the most ardent
applicat&ons of field ion microscopy are now in materials
science. The subjects studied include defect structures,
radiation damages, precipitate structures and composition
variations, grain and phase boundary structures and impurity
segregations to these boundaries, oxidation and compound
formation, etc. Here I discuss our recent atom-probe field ion
microscope studies of the dynamical behavinr of solid surfaces
and their mechanisms and energetics, and the chemical analysis
of solid surfaces at the true atomic scale.

ATOMIC STRUCTURES OF SOLID SURFACES

Early field ion microscope observations of surfaces prepared
by low temperature field evaporation did not detect any surface
reconstruction as concluded from studies with macroscopic
techniques such as LEED and ion scattering experiments; FIM
images were therefore viewed by some surface scientists to be
somewhat in suspect. The suspicion is compounded by the fact
that we need to apply a field of ~4.5 V/A to image the surface.
Only in the 1980’s, the difference between a low temperature
field evaporated surface and a thermally annealed surface was
recognized. The atomic structure of a low temperature field
evaporated surface reflects the details of how atoms are field
evaporated. For metals, field penetration depth is less than
0.2 to 0.5 A, or much less than the layer separation. Atoms are
removed from lattice steps one by one. Thus the structure of
the surface so prepared should be identical to that of the bulk,
or they should have the (1Xx1) structure. This is what has been
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observed in the FIM. For semiconductors, the field penetration
depth is very much greater than the layer separation. Atoms can
be field evaporated from almost anywhere at the surface. Thus
the structure of a surface prepared by low temperature field
evaporation should be disordered. However, if the emitter
surface prepared by low temperature field evaporation is further
annealed to reach the thermodynamic equilibrium structure, then
the structures are found to be mostly consistent with those
derived by other techniques. 1In fact, FIM result was able to
help establishing the missing row (1X2) reconstruction of the Pt
and Ir {110} surfaces as well as the guasi-hexagonal aFomic
arrangement of the (1X5) reconstructed Ir {001} surface. 3" For
semiconductors, atomic structures of the reconstructed high
index surfaces of Si can be observed,” but it is still very
difficult to observe atomic structures of low index surfaces
with the FIM.

The size of the facets available on a field ion emitter is
very small. In addition, the image distortion produced by the
atomic and lattice step structures of the field emitter surface
is non-linear, or it is very difficult to correct. Thus even
though the FIM can give the atomic images of solid surfaces and
in fact it has been successfully used to help solving surface
reconstructions of a few metal surfaces, it is in general not
considered a convenient microscope for studying the atomic
structures of solid surfaces, at least not for studying the
atomic and step structures of large surfaces. Oon the other
hand, structures in high-tech materials are getting smaller and
smaller every day. They are now comparable in size to or
smaller than the size of typical field ion emitters. As the
size of these structures gets smaller, the surface atom to bulk
atom ratio also gets larger. The stability of these surfaces
and the dynamical behavior of the surfaces as well as surface
atoms will become an important issue. It is for studying these
problems that the FIM finds its utmost usefulness.

BURFACE ATOMIC PROCESSES AND DYNAMICS OF SURFACES

The temperature of the sample in an FIM can be easily and
accurately adjusted. The surface on which an experiment can be
carried out can be prepared by either low temperature field
evaporation or by thermal annealing. The number of adatons
deposited on a facet for an experiment can be specified
according to the design of the experiment and then be
implemented by repeated deposition and controlled field
evaporation. It is with these capabilities that the FIM finds
its great advantages in the study of the dynamical behavior of
surface atoms and surfaces. Early studies focused on surface
diffusion and atomic interactions.” 1In surface diffusion, these
studies already establish that most adatoms diffuse on metal
surfaces by atomic hopping. The activation energies are
sensitive to the chemistry of the systems but the pre-
exponential factors are not. On some fcc {110} surfaces, which
have a channel atomic row structure, atomic exchanges b
diffusing adatoms with channel wall atoms can occur.
Descending lattice steps can be reflective or non-reflective to
adatom diffusion depending on the chemistry of the system. When
it is reflective, the extra height of the potential barrier is
only about 0.1 to 0.2 eV. 1In adatom-adatom interactions, the
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interactions are very wsak of only about one-tenth of a chemical
bond for many systems. They are long-range and usually show
small oscillatory tails of a few meV. The existence of a
repulsive region in the adatom-adatom interaction can explain
why an adlayer superstructure can be formed.

Recent FIM studies reveal that on the fairly smooth fcc {001)
surfaces such as those of Ir and Pt, self-adatom-diffusion can
also occur by atomic exchanges. The adatom moves with a
substrate atom in concerted motion. For heterosystens, atomic
exchange process was considered earlier to be a mechanism for
adatom diffusion. However, we now recognize that this is not
the case.!?® a foreign adatom, once substituting itself into the
surface layer, can no longer migrate at the adatom diffusion
temperature. Thus for these systems, the atomic exchange will
induce a surface self diffusion instead of the diffusion of the
foreign adatom. A system exhibiting interesting behavior is
Re/Ir{001}. When the surface is heated to 220 K to 260 K with
a Re atom deposited on the Ir{001} surface, a diatomic cluster
is formed as shown in Fig. 1. A surface vacancy can be found
near the dimer when the top surface layer is gradually field
evaporated. However if the surface is further heated to over
280 K, the dimer will dissociate. The Re adatom is incorporated
into the substrate layer. This Re atom gives a slightly
brighter image than other substrate atoms when the substrate
atomic layer is reduced in size by field evaporation. Based on
these observations, it was concluded that the dimer was a Re-Ir
which sits on the vacancy formed. Our more recent theoretical
analysis using the embedded atom method and an atom-probe mass
analysis, however, find that the dimer is in fact an Ir,, not
Re-Ir. The relative positions of these atoms and the vacancy is
still under investigation.

Concerted atomic motion is not restricted to the atomic-
exchange process. One of our studies indicates that in the
{1X1) to (1X2) surface reconstruction of the fcc Pt and Ir {110}
surfaces, several atoms of the <110> atomic rows tend to "jump"
together in concerted atomic motion. Or the atom transport in
this surface reconstruction is accomplished by breaking of the
<110> atomic rows into small fragments of several atoms and by
spreading of these atomic row fragments. Atoms in these row
fragments jump in concerted motion either by hopping along the
<110> directions or by atomic exchanges with atomic rows of the
underneath layer in the <001> directions as illustrated in
Fig. 2.

A subject of our current interest is the two-dimensional
analog of the equilibrium crystal shape, surface rougheninq3
sublimation, and energetics involved in all these processes.
Although this work is only preliminary, we already find that the
equilibrium crystal shape of an Ir {001} surface layer is a
perfect square with its four sides parallel (o the <110>
directions of the closely packed atomic rows. Above 420 K,
atoms will start to dissociate from the step of the layer.
Dissociation is not orderly, or atoms can dissociate from edge
sites, kink sites, ledge sites, and recessed sites, etc. with
comparable probabilities. In other words, the binding energies
are not pairwise additive. Thus the lattice steps are roughened
above this temperature. From the dissociation times as
functions of the temperature, we are able to derive the
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Fig. 1. (a) shows an FIM image of a nearly circular Ir (001)
surface. In (b), a Re adatom is deposited on it. By heating the
surface to 240 K for 30 s, a dimer is formed as seen in (c).

From
(c) to (f), the dimer changes orientation by 90 degrees each time

it is heated to about the same temperature. If one field
evaporates the dimer and the top surface layer gradually, a vacancy
can be seen at the position near the original Re adatom. If one
heats the surface above 280 K, the dimer will dissociate. Upon
gradual field evaporation of the top surface layer, a brighter atom
is found to be substituted in the layer. From these observations
we conclude that a Re-Ir dimer-vacancy complex is formed at 240 K

and above 280 K, when the dimer dissociates, the Re atom is
incorporated into the substrate, ((g) to (i}).
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Fig. 2. {a) is a (1X1) surface layer of a Pt (001) surface.
Between two images was a pulsed heating of the surface to ~400 K
by the action of a § ns width laser pulse. Note that atoms in a
small atomic row jump together. By spreading of the <110> atomic
rows over the terrace, the small (1X1) surface is transformed into
the missing row (1X2) structure. (d) and (e) illustrate how atoms
in the shaded part of an atomic row at the edge of the top surface
layer "jump" to the neighbor surface channel by exchanging with
atoms in the layer below.
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Fig. 3 (a) Lattice step atoms of the Ir {001} can dissociate into
terrace sites upon heating over 500 K. The average dissociation
energy is determined from a measurement of the temperature
dependence of the dissolutjon time of the {001} layers. It is
found to be 1.35 % 0.07 eV. (b) A similar measurement for edge (or
corner) atoms of the square-shape thermodynamics equilibrated Ir
{001} layers. Their dissociation energy is found to be 1.35 ¢
0,08 eV,
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dissociation energies of some of these atoms as shown in Fig. 3.
As a consequence of this non-additivity of pair energies, hollow
clusters can be formed as shown in Fig. 4.

SURFACE CHEMICAL ANALYSIS

Atom-probe can be used to identify the chemical species of
surface atoms with single atom detection sensitivity as well as
to analyze the composition of surface layers with true atomic
layer depth resolution. As just mentioned, originally from the
images we naturally arrive at the conclusion that in the atomic
replacement of Re/Ir{001)}, the dimer formed is a Re-Ir which
sits on a vacancy. Our recent atom-probe analysis, however,
finds that the dimer is in fact an Ir,. The Re adatom already
goes into the substrate layer between 240 to 280 K when the
dimer is formed. Again, at the present moment we do not know
the relative positions of the Ir,-dimer, the substitutional Re
atom and the vacancy formed.

Using the atomic layer composition analysis capability of the
atom-probe, we have established the atomic layer by atomic layer
oscillatory composition variation of the near surface layers 05
Pt-Rh alloys in a surface segregation and cosegregation study.1
The oscillation is found to go as deep as the 10th atomic layer
as shown in Fig. 5. An indirect method based on a LEED
intensity analysis was able to establish such oscillation down
to the depth of only three atomic layers.15 Recent theoretical
studies conclude that for stoichiometric ordered alloys such as
CuzAu or CuAu, atomic 1a¥er by atomic layer oscillatory surface
segregation can occur.?! The oscillation is believed to be
associated with order-disorder phase transformation. As Pt-Rh
alloys are random solid solutions, and neither of the alloys we
studied are stoichiometric, the atomic layer by atomic layer
oscillation we have found appears to be an effect of the surface
segregation alone rather than 1linked in any way to order-
disorder phase transformation.

HIGH FIELD EFFECTS AND THEIR APPLICATIONS

In field ion microscopy, image formation requires a positive
field of a few V/A. Under such a high electric field, novel

effects of the atoms can occur. These high electric field
effects include field ionization, field evaporation and field
desorption, field adsorption, field dissociation, field

association or field induced polymerization, and field gradient
induced surface diffusjon, etc. Studies of these effects are
not only needed to properly operate the FIM and the atom-probe,
they are needed also to help provide valid interpretations of
FIM and atom-probe FIM data. There are interesting sciences in
these effects also. In addition, some of these effects have now
been successfully applied to develop new technologies such as
liquid metal ion sources, single atom or point ion and electron
sources, and field emission tip array image display panels, etc.

Some of the effects now _being used for atomic and molecular
manipulations with the sTM!” have already been studied in detail
in field ion microscopy earlier although in changing from the
FIM configuration to the close-double-electrode configuration of

e v S TRHRAT G R TS RN K e S SR NP TS LA T



Fig. 4. (a) A hollow 8-atom cluster is formed when an Ir (001)
layer is gradually dissolved by heating to -560 K. (b) A hollow
l10~atom cluster.
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Fig. 5. When a Pt-Rh alloy is in thermodynamics equilibrium, the
composition of the near surface layers will vary with their depth.
Using the atom-probe FIM, we find the composition to oscillate from
one atomic layer to the next to a depth beyond the 10th atomic
layer. The top surface layer is enriched with Pt.
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the STM, some modifications of the theories are often needed.
Our recent calculations using the charge-exchange model and
realistic potentials indicate that in the STM, field evaporation
of silicon and gold will occur at a field of ~1 v/A as (2-) ions
if the tip to sample separation is greater than say ~8 A, or
greater than the range of direct atomic interactions. The
much lower critical fields needed in the STM is consistent with
recent STM observations although at the present moment the
pelarity favored is not consistent among different STM
experiments. In atomic manipulations with the STM, field
evaporation is used to deposit tip atoms to the sample surface,
to create holes or vacancies in the sample surface, and to
transport atoms from one location to another. In FIM, it is
used for cleaning the surface, for mass analysis, and for
reaching into the bulk of the solids. As the applied field in
the STM can reach a value required for field evaporating a
material, in principle it is also possible to utilize this
effect to remove surface layers of the sample one by one by
applying a biasing voltage between the scanning tip and the
sample in a way similar to that in field ion microscopy. The
field evaporation probably can be more easily initiated from a
lattice step as in field ion microscopy. 1In this way one should
be able to reach into the deep surface layers or an interface
to study their atomic arrangements and defects, etc.

FIM experiments find that a field gradient at the surface can
induce the directional motion of surface atoms.2® Such atomic
motion can also be induced in the STM and this effect has been
used for atomic manipulations.?! As shown in Fig. 6(a), because
of the field variation produced by a lattice step of the emitter
surface, the polarization binding is smaller when the adatom is
located near the center of the facet than when it is near the
edge of the facet. Thus the originally horizontal surface
potential is inclined toward the edge of the facet; or the
adatom will drift from the center of the facet directly toward
the edge as seen in Fig. 6(b). In the STM configuration,
because of the geometrical asymmetry of the tip and the sample,
the field strength at a spot directly below the tip is much
higher than those spots away from the tip. The surface
potential as seen by an atom on the sample surface is now
inclined toward the center, or the adatom will drift directly

toward the spot below the tip as has been observed in an STM
experiment.

In this short paper, I have explained some of the limitations
as well as the advantages of the atom-probe FIM technique, and
describe a few of our recent studies to illustrate these points.
While the atom-probe FIM is unlikely to become a mirrascopy of
choice for routine sample examinations, it is a powerful and
useful tool for basic research in surface and materials sciences
especially at the atomic scale.

The author would like to acknowledge many of his coworkers,
especially C.L. Chen and D.M. Ren for their contributions to
the work reported in this paper.
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Fig. 6. A: A W adatom is deposited on a W (112) surface. The
first image is taken at 78 K while the rests are taken at ~270 K.
Note that at -270 K in an image field of about 4.2 V/A, the adatom
performs random walk near the center of the surface (2 to 5). Once
it moves out of the central region, it drifts continuously toward
the edge of the surface because of a field gradient produced by the
lattice step as explained in (a) to {(c) of B. This directional
walk by a field gradient can also occur in the STM as illustrated
in (4) and (e) of B. The field gradient arises from the
geometrical asymmetry of the STM.
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ATOMIC ARRANGEMENT OF Al NEAR THE PHASE BOUNDARIES BETWEEN
v3XV3-Al AND 7X7 STRUCTURES ON Si(111) SURFACES

Katsuya TAKAOKA*, Masamichi YOSHIMURA*, Takafumi YAO#*,

Tomoshige SATO**, Takashi SUEYOSHI** and Masashi IWATSUKI**

*Department of Electrical Engineering, Hiroshima University, Higashi-hiroshima 724, Japan
**#JEOL Ltd., Akishima, Tokyo 196, Japan

ABSTRACT

Scanning tunneling microscopy (STM) is used to study the structure of Al-v3xv3 domains on
the Si(111)-7x7 surface and the alomic arrangement near the domain boundary. Al-v3xv3
domains grow from the lower side of the <112> step and extend over the Si-7x7 terrace. The
phase transition is observed to occur in units of the 7x7 size. Detailed investigation at around the
boundary reveals that faulted halves of the 7x7 unit are adjacent (o the boundary on the Si-7x7
side, whilc on the Al-v3x+v3 side, Al adatoms occupy the Ty sites except for the rows adjacent to
the phase boundaries where Al atoms occupy the Si adaiom sites. The latter Al atoms play an
important rolc to retain the dimer structure at the boundary.

Introduction

The atomic and electronic structure of metal overlayers on semiconductor surfaces have
been widely studied to understand metal-semiconductor interfaces. Among the ordered-metal-
overlayer systems obscrved, the most well known is the Si(111)-v3x+3R3(® reconstruction
appearing at 1/3 monolayer coverage.!-t Al is typical of those which induce the v3xv3
reconstruction. With respect to the adsorption site, two different types of symmeirical sites on
Si(111) can be considered; one is the H3 site where Al atoms adsorb above the Si atoms in the
fourth layer and the other is the Ty site located above the second layer Si atoms. Northrup
examined these two adatom models using the first-principles pseudopotential calculation of the
total energy and of the surface states dispersion,3 and concluded that the T4 model was more
favorable. Qualitative support to this assignment was later given by means of angle-resolved
ultraviolet photoelectron spectroscopy (ARUPS),® low-energy electron diffraction (LEED),” k-
resotved inverse-photoemission spectroscopy (KRIPES).8 Recently, Hamers ct al. reported that
the tunneling spectroscopy measurement on the Al-v3xv3 structure prefers assignment to the
T site over the H3 site.?-10 However, the local atomic structure at the phase boundary between
the Si-7x7 and Al-v3xv3 domains at low Al coverage has not been yet understood.

In this paper, we report STM results on coexisting areas of Si-7x7 and Al-v3xv3 and
discuss the local atomic structure at the phase boundary. It is found that the Si-7x7 structure
holds a dominant position on the upside of <112> step cdges and Al-v3xv3 structure on the
downside. This result indicats that the Al-v3xv3 domains grow from the step and extend over
the terrace, which is confirmed by the real time observation of the phase transition from Si-7x7
10 Al-v3xv3. The phase transition oceurs in unit of the 7x7 size. Detailed investigation on the
phase boundary confirms that the faulted halves of the 7x7 unit cells are faced to the boundary,
on the other side, Al atoms occupy the Ty sites except adjacent rows to the boundary where they
occupy the Si adatom positions. The impontant role of the latter Al adatoms at the Si1 adatom
positions is discussed.

Laperimental

The STM used in this study is a commercial UHV-STM (JEOL JSTM-4000XV)
capable of high temperature operation which enables us to observe the phase transition in real
time. N-type, P-doped Si(111) with resistivity of 1-10Qcm wus used as a substrate. Alfter
introduction mto the STM chamber, the base pressure of which 1s below 1 8x10%Pa, the
substrate was outgassed overnight. The surface was cleaned by repetitive thermal anncaling at
1200°C for a few seconds, which yielded a large flat arca of 7x7 reconstruction. [n order 0
abtain coexisting areas of 7x7 and Al-v3x+/3, Al of less than 1/3 monolayer coverage was
deposited onto the substrate at room temperature followed by annealing at S80°C Alternatively.
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Iag 1. STM image showing coexisting areas of 7x7 and A.-v3xv3 structures at room
temperature (Vs = 172V, Jav = 0.4 nA, 80 x 100 nm?)  The 7x7 structure holds a
dominant position on the upside of step edges and tr.e v3xv3 structure on the
downside.

Al was deposited onto the heated substrate at 550°C. In order 1o observe the phase trasition, Al
was deposited onto the hcated substrate at 6220C. STM measurements were performed after
cooling the sample down to room temperature or during heating the sample. An electrolytically
polished tungsten tip was used to prove tunneling current.

Results and Discussion

Figure 1 shuws a 80x100nm? image taken aftcr annealing at 5800C. The sample bias is
[.72V and the average tunn<ling current ( [av ) is O.4nA. Si-7x7 and Al-v3x+v3 domains cocxist
on each terrace with ator uc steps along the <110> direction. It is noted that the 7x7 domain is
situ. ‘ed on the upside »f the step edges and the v3xv3 domain on the downside. The v3x+3
domain does not exist a: islands on the terrace but contacts step edges

The same spanal distribution of the v3xv3 and 7x7 domains was obscrved not only on
the surface prepared by depositing Al of less than 1/3 ML onto a heated substrate, but on the
surface deposited by a few monolayers of Al onto the substrate followed by annealing In the
htter case the coexisted area is considered to be formed by desorption of Al atoms from the Al-
v3xv3 surface These facts indicate that the step sites play an important rofe to form the V3xv3
domain on the 7x7 surfaces or vice versa The Al-v3xv3 domain grows from the downside sites
of steps to take over the 7x7 terrace and Al atoms desorb from the upside sites of steps.

To confirm the above speculation real time observation of phase traasition (PT) s
performed. Figure 2 shows sequential STM images at 622°C The clapsed time from the first
step of Fig.2(a) is indicated in each STM image. It takes 9 seconds to abtain onc picture One
recognizes that Al-v3xv3 domain cxpands over the Si-7x7 domain, and cventually the 7x7
domain disappears after 183 scconds. A closer investigation reveals that ; (1) PT occurs in unit
of the 7x7 size. (2) PT initiates at the position far away from the step edge ("P"), and cxpands
towards the sicp edge as clearly scen in Fig.2(a)-(c). In Fig 2(d) one row of the 7x7 unit cell
disappears perfectly. (3) Fluctuation between the two phases is observed on the position "P" in
Fig.(c)-(f). Figure 3 shows the number of the 7x7 umt cell untransformed into v3xv3 domain
as a function of pass time. The number decreased almost lincarly, and the transition rate is
estimated to be 0.47umit cell/second, independent of the size of the 7x7 domain. A further
analysis 1s underway.
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fig 2 $TM ymages at a phase transition at 622°C (Vo = 018V, lav = 0.5 nA, 13 x
17 nm?). Flapsed time is (a) Os, (b) 9, (¢) 17, (d) 285, (¢) 525, (D) 60s, (@) 1658,
and (h) 183s
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Fig4 (2) STM image at around the domain boundary between the $1-7x7 and A
AR Laken at B09C (Vs = .6 18 VB £ 0SaA, 16 % 16 am=) (b A whemati
representation of Frg 3(a) supenmposed on possible models ¢ B Ty site, A H3 site,
O S1 adwtom stte. @ experiment)

Figure ) shows a high-temperature (600°C) STM 1mage o a phase boundary
between the 51-7x7 and Al-v3xv3 The upper and lower parts ol the figure represent the 787
and Al-v3xv3 domains, respectively. Frgure 4(b)y shows a schematie view of atomic positions
observed in a part of Fig 4(a), 1n which Al positions based on the Ty Gndicated by tnangter and
Hx (square) models are superimposed On the S1-7x7 side, the faulted sites are observed *» faer
the boundary This 15 due to the fact that more energy 1s necessary W form the +3x3 atomic
arrangement on the (aulted site which contains the stacking fault layer than on the unlaulted site.
sinee in order W form the v3xV3 atomic arrangement, the stacking fault should be rearmanged
The observed Al adsorption sites, indicated by closed circles, are m good agreement with the T,
sites except for those adjacent to the boundary The Al adatoms adjacent to the boundary are
found v occupy not the Ty sites but the St adatom positions of the 757 unit cell. The tormer and
the latter Al atoms are reterred to "N" and "A” atoms hereafter In vrder to understand why the
“A" atoms appear at the boundary, a comparison is carried out between the boundary structure
based on the alomic arrangement observed experimentally (mode! 8) and the reference structure
where all Al atoms adsorb on the Ty sifes (model b) Frgure S shows schematies of bondiag
confrgurattons of model a and b. The 7x7 untaulied hall site and the V3.3 umt cell are drawn
by the sohd tines for relerence In the model a, three bonds from "A” wom thatched cirele) are
completed by bonding three S1 atoms underneath for simphicity In the 21 nmes penodiany
atong the <1 1> direetion mdicated by dashed line, the aumber of dangling bonds of $1 and Al
i the model a1s 10 and 6, while 1n the model b that s 12 and 2, respecuively Judging from the
total number of the danghng bond, the model a seems energetically less Tavorable Theretore, the
difference in the conliguration of Al danghng bonds should be taken into account Af danghag
bonds appear at the ncarest sites of the "A" atoms in the model a, while they arc focated at the
boundary in the model b In the model a the Al dangling bond of "N" can be shared wath the
ncarest St atom which bonds o an "A" atom, while in the muxdel b it would be implausible
because avadable Si atoms are located at the next ncarest postons In addiion, the more 8
danghing bonds are situated at the boundary, the less stable the aimer structure at the boundary
becomes Theretore, Al adatoms favor the Si adatom positions at the boundary When the dimer
row 1s broken and the stacking fault layer s rearranged, the Al domam can extend over the
untaulted site and pass easily on an adjacent unfaulted site until it reaches a phase boundary
with a faulted site Thus, the "A” atoms should exist at the doman boundany (o stabilize the i
domain
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Conclustons

The high-temperature $TM observation of the domain distnbution o the Al-v3x3
structure on Si(111)-7x7 after adsorption or desorption of Al demonstrates that the V33
domains forms at the dowaside of step cdges and estend over the 7x7 terrace, and desorbs at the
upside of the step edges to form Si-7x7. The real ime observation of the phase transitton reveals
that the transition from Al-v3xv3 to Si-7x7 occurs towards the step edge 1n unts of the 787
swe Close STM images at around the domain boundary between the Si-7x7 and Al-v3n3
reveal that the faulted sites of the 7x7 unit cells are faced to the boundany and that Al adatoms
are found to occupy the Ty site except for those adjacent to the boundary, when Al adatoms are
situated on the Si adatom positions of the 7x7 untt ccll The latter Al atoms have an important
role to preserve dimer rows to stabilize keeping the domamn boundary

The authors are grateful o A Kawazu and H Sakama of the University of Tokyo tor
valuable comments
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GROWTH AND SURFACE MORPHOLOGY OF THIN SILICON FILMS USING
AN ATOMIC FORCE MICROSCOPE

RAMA [. HEGDE, MARK A. CHONKO AND PHILIP }. TOBIN
Advanced Products Research and Development Laboratory,
Motorola, Inc., Austin, Texas 78721

ABSTRACT

The growth and surface morphology of thin LPCVD silicon films were investigated with an
atomic force microscope (AFM). Silicon films of 30 nm thicknesses were deposited on SiO2
using SiH4 at four different temperatures between 550 ©C and 625 ©C. These AFM results
permitted visualization of silicon surface granularity, roughness, and the transition with
temperature from amorphous to crystalline structure between 550 ©C and 580 ©C. The surface
of the amorphous film deposited at 550 OC is very smooth and the film is continuous physically,
wtile the film formed at 580 OC appears crystalline, rough and porous. At 600 ©C and 625 °C
the films are fully crystalline. For these higher temperature films surface roughness and the
average grain size decreased significantly compared to 580 OC film. Crystallinity and film

continuity were further examined by x-ray diffraction (XRD) and cross-sectional TEM
measurements.

INTRODUCTION

Silicon films are used in semiconductor technology for MOS gates, bipolar emitter and base
contacts, trench refill, elevated source/drain structures, solid diffusion sources for shallow
junction formation, and the active material for thin film transistors [1 - 6]. A very thin (= 50
nm) Si film called “Poly A" is used as the bottom layer of a split gate to protect the gate oxide
during implantation prior to the top layer, "Poly B” deposition. Of key importance in the
production of thin silicon films are thickness uniformity, continuity, surface topography and
grain size distribution. Several studies of the structure, morphology, and electrical properties of
LPCVD silicon films have been reported [1 - 6]. Here we report the application of an atomic
force microscope (AFM ) to study growth and surface morphology of thin LPCVD Si layers.

EXPERIMENTS

Silicon films of = 30 nm thicknesses were deposited on SiO2 by LPCVD using SiHg at

550 OC, 580 ©C, 600 ©C and 625 ©C. The deposition pressure was between 200 and 250
mTorr. The morphology of these thin silicon films were investigated with an atomic force
microscope (AFM). X-ray diffraction (XRD) and cross-sectional TEM were employed to
evaluate the crystallinity, micro structure and continuiry.

RESULTS AND DISCUSSION

Three dimensional AFM images of 30 nm silicon films formed at 550 ©C, 580 ©C, 600 °C
and 625 ©C are shown in Figures 1A - 1D. The AFM tip scanned an area of 1 pm X 1 pm in
each case. The silicon film deposited at 550 ©C is amorphous. However, a few isolated grains
are seen on the amorphous Si film which are difficult to identify by methods such as TEM or
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XRD (see below). At 580 ©C the film appears crystalline with a bimodal grain size distribution,
while the films deposited at 600 ©C and 625 OC films are fully crystalline with more uniform
grains. The 580 OC film exhibited an average grain size of 100 nm for the larger grains, while

the 600 OC and 625 OC films have an average grain size of 60 nm. These data are shown in
Figure 2.

The Ryms (root mean square) surface roughness as a function of deposition temperature is
shown in Figure 3. The Rpms roughness of the amorphous film is < 0.5 nm.  For the
crystalline films deposited at 600 ©C and 625 ©C, the Rrms roughness is 1.1 nm which is less
than 4% of the total film thickness. The roughest surface occurs for the 580 OC film where the
Rrms value is about 12% of the thickness. Figure 3 also shows Zrange (peak-to-valley) surface
roughness of the silicor films as a function of deposition temperature. The Zrange surface
roughness of the amorphous Si film was < 2 nm while the value was 29 nm for the crystalfine Si
film deposited at 580 OC. The latter value is about 100% of the total film thickness. The
Zrange value for the 600 ©C film decreased substantially from 29 nm to 12 nm. For the

crystalline Si film deposited at 625 OC the Zrange value was 11 nm which is about 40% of the
total film thickness. This led us to question the accuracy of the optical thickness. Film

uniformity and continuity of the deposited Si films was therefore further investigated by cross-
sectional TEM.

The cross-sectional TEM images of the silicon films deposited at 550 ©C and 625 9C are
shown in Figures 4A and 4B, respectively. The film deposited at 550 ©C presented no evidence
of crystatlinity. On the other hand, the film deposited at 625 OC exhibited a polycrystalline
columnar structure. The average grain dimension by TEM is in the range of ~ 40 nm for the
film deposited at 625 ©C. Both silicon films look continuous and the thickness of both films is
similar and in agreement with the optical thickness. The surface of the polycrystalline Si film is
rougher than the amorphous film in agreement with the AFM data. The Zrange surface
roughness obtained from Figure 4B is about 13% of the total film thickness compared with the

AFM value of 40%. We believe this difference is due to the smaller scanned area in the TEM
case.

The crystallinity and orientation of the films were further examined by XRD
measurements as well.  The XRD patterns of silicon films deposited at 550 ©C and 625 ©C are
shown in Figures SA and 5B, respectively. The film deposited at 550 ©C is amorphous as
evident from no XRD line intensities. However, at 625 OC the film is polycrystalline with all
three prominent reflections from the (111), (220) and (311) planes observed. Note the fact that
the few grains observed by AFM on the amorphous film deposited at 550 ©C do not give
sufficient diffracted intensity to be detected. No preferred orientation was apparent from the
XRD data for the film deposited at 625 °C.

Poly A films in production must have good thickness uniformity, continuity, smooth
surface topography and uniform grain size so that quality of these thin silicon films will be
improved to guarantee device performance and reliability as well as production yield. At first, it
is important to realize that the quality of these thin films is reflected in their surface topography as
shown in Figures 1A - ID. At 550 OC the deposition rate is higher than the crystallization rate
which results in the amorphous film. At temperatures of 580 ©C, 600 ©C and 625 ©C the films
grow crystalline. Furthermore, a large grain size can be obtained when the nucleation rate is low
and the growth rate is high [4]. The higher deposition temperature gives rise to an increased
nucleation rate which explains the smaller grain size for 600 ©C and 625 OC films compared 10
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580 ©C. As shown in Figure 2, the average Si grains are much larger than the film thickness

and grains will grow perpendicular to the surface forming two dimensional columnar grain
growth.

The surface of the amorphous film is very smooth and the film is continuous physically.
The Zrange (peak-to-valley) surface roughness of the crystalline film deposited at 580 ©C is
about 10(? % of the total film thickness. ‘This indicates that the film is porous, due to coarser
nucleation, which is readily apparent in Figure 1B. The poraus silicon film consists of
numerous micro voids on the surface while still maintaining a crystalline structure. The porous
silicon may provide a direct path for cleaning solutions to the underlying gate oxide and hence
can short capacitors fabricated using 580 OC Si films [3]. The amorphous films form
uniformly, there is no pathway for the etching exists and the ate oxide is protecied. For these
higher temperature films the surface roughness values (both Ryms and Zrange) decreased
significantly. This indicates that higher temperatures (600 °C and 625 ©C) Si films are much
smoother allowing the micro voids to be filled. The AFM images have shown that the average
grain size of Si decreases with increasing deposition temperatures. This may be a potential
explanation for the smooth surface morphology of the films deposited at higher temperatures.
However, the 580 OC film has bimodal grain size distribution without columnar growth. Thus

the surface morphology of 580 ©C film can not be explained on the basis of grain size theory
alone.

CONCLUSIONS

The growth and surface morphology of thin silicon films used as "Poly A" in MOS
capacitors were investigated with an AFM. Silicon films of 30 nm thicknesses were deposited
on 5i02 by LPCVD using SiH4 at four different temperatures between 550 ©C and 625 ©C.
These AFM results permitted direct visualization of grain size, surface roughness, and the
transition from the amorphous to the crystalline form with temperature. The transition
deposition temperature from amorphous to polycrystalline silicon is between 550 ©C to 580 0C.
The silicon film deposited at 550 OC is amorphous, very smooth and the film is continuous

piysically. The films deposited at 580 ©C and above are crystalline. The 580 OC film has the
largest grains and is the roughest and porous.
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SOLVING INTERFACE STRUCTURES BY COMBINED ELECTRON
MICROSCOPY AND X-RAY DIFFRACTION

A.BOURRET and G. FEUILLET
Département de Recherche Fondamentale sur la Mati¢re Condensée
Centre d'Etudes Nucléaires de Grenoble - 85 X - 38041 GRENOBLE Cedex, FRANCE

ABSTRACT

By a combination of high resolution imaging (HREM) and grazing incidence X-ray scattering
(GIXS), periodic interfaces with large unit cell can be solved at an atomic scale. The
advantage of recording information in the real space is that phases are directly encoded in the
image. On the other hand the X-ray diffraction gives quantitative information 2t a resolution
level better than with HREM. This combined analysis is illustrated on GaAs (001)-CdTe
(111) and on GaAs{(001)-GaSb(001) interfaces. In both cases the structure at the interface is
obtained and some mechanisms for the strain relaxation at heterostructures with large misfit
are proposed.

INTRODUCTION

Solving the interface structure in heterostructures is a very important issue for technological
reasons as well as for a better understanding of the relaxation phenomena at interfaces with
large misfit. The desire to grow heterostructures with large lattice parameter mismatch (Ge on
Si or GaAs on Si) for use in high-performance optoelectronic devices has recently driven
much attention to the creation mechanism of dislocations in order to produce good
performance devices [1]. Two ways are clearly possible for producing defect free epilayers :
cither inhibiting the disiocation nucleation and/or propagation, or creating a well defined
dislocation lattice confined to the interface. The second approach could produce completely
relaxed structures and is the only possible way for very large misfit (> 7 %) [2-3] or for very
slow growth. In this case the classical Van der Merwe approach [4] would imply a critical
thickness for the formation of an incoherent interface of the order of one or two monolayers.
Therefore dislocations have to be formed at the interface at a very early stage if the growth
mechanism is purely two dimensional. In fact most of these systems grow through the
formation of islands as shown for medium range misfit (4 %) as for the Ge-Si (10} and
GaAs-Si (001) systems |5-6). The Stranski-Krastanov mechanism involving an intermediate
2D-layer has been proposed as a possible transition between the 2D and the 3D growth.
However it is difficult to understand i) the atomic mechanism which enables to introduce
more or less regularly spaced interfacial dislocations even with an intermediate layer and i)
what is the real structure of this intermediate layer.

On a different class of material, potential applications of II-VI compounds in optoelectronics
have also driven an extensive and generally successful effort to grow CdTe, CdMnTe, ZnTe,
ZnSe, Zn§ [7] on various substrates including GaAs (001). In most cases strong chemical
bonding is likely to occur between the substrate and the epilayer inducing an epitaxial growth,
The lattice mismatch should be smali and the crystaliographic sym.netry should be preserved
for a coherent growth. However none of these two conditions are satisfied in several cases
known to grow pseudo-epitaxially. A typical case is the growth of (111) oriented CdTe on
GaAs (001) substrate [8). CdTe (111) has a 0.7 % misfit along <110> direction and 14.6 %
along <1-10>. The physical reasons for this pseudo-epitaxy are not well understood. Several
ideas have been suggested : the formation of an ordered precursor when selected absorption
sites are occupied during the initial growth {9], or the formation of an intermediate layer with
intermixed species {10}, or the formation of a definite compound [ 11}. Testing experimentally
these different models is not straightforward. Most of the surface techniques which describe
the precursors at submonolayer level are not applicable to buried interfaces except with high
energy particles by diffraction or imaging. Among these, high energy electrons and hard X-
rays are the most promising. The high resolution electron microscopy (HREM) technique has
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already been extensively employed at interfaces and its characteristics are now well
estublished. On the other hand the grazing incidence X-ray scattering (GIXS) has been
applied to a limited number of cases for interfaces but is now a well established technique for
surfaces [12].

The complementary character of the imaging and diffraction techniques can be appreciated by
considering the advantages and limiting factors of both.

THE HREM TECHNIQUE

Foremost about the HREM technique is its ability to give direct measurements of the
respective atomic position and registry across the interface. The "phase” lost in any
diffraction experiment is encoded in the image intensity. From a quantitative comparison
between experimental and simulated images, the atomic position of individual atomic columns
is directly deduced (13} with a resolution limit around 2 A when atomic columns are
individually resolved. In addition periodicities and the existence of variants could be checked
and moreover the HREM technique is not limited to periodic objects. The rigid body
ranslation (RBT) between the two structures across an hetero-interface is directly

measurable : the resolution is then one order of magnitude better than the resolution limit.
Finally the recently developed chemical analysis enables to determine the chemical content of
individual atomic column when the atomic species are already known [ 14].

These progresses in the quantitative interpretation of the image intensity have given to the
HREM the ability to resolve crystallographic structures in specific cases.

On the other hand HREM suffers from several drawbacks : i) very few zone axes are
available for imaging all individual columns. In particular along the commonly used <110>
and <112> zone axes in semiconductors only atomic column pairs are resolved, ii) a 3D
object is reduced to a 2D image by a complex non linear transformation which can be reduced
10 a projection only for weak phase object iii) as a consequence of the “projection”, the
relaxation strain field should be independent of the position along the observation axis. As a
consequence the interface has to be observed in a cross sectional view and at least two
viewing axes are necessary in order to extract 2D information at the interface (figure 1). The
condition iii) is not fulfilled for a 2D dislocation array resulting from a lattice mismatch in
more than one direction at an interface.

Unit cell of the
Plan view interface

-

Cross section 1

Cross section 2

Figure 1 : Scheme of the geometry employed for preparing thin foil for electron
microscopy. The interface can be viewed either in plan view or in cross sections

THE GIXS TECHNIQUE

If the atomic relaxation is periodic the GIXS method is available and has great advantages.
By contrast to the HREM the GIXS technique has a much better resolution. In the case of a
reconstructed buried interface four kinds of reflections are present coming respectively from
the substrate, the epilayer, the truncation rods and from the interface reconstruction. Those
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later reflections are specific to the interfacial structure and easily measured in the in-pliane
diffraction g-ometry. Information down to better than 0.5 A isoften available, and gives the
projected structure of the relaxation on the interface plane. This information is easily
quantified with appropriate detectors. Above all, the interaction of X-rays with the thin layer
associated with the interface is kinematic. As a consequence, structures can be refined using
quantitative criteria to approach the real structure. Out-of-plane measurements along the
superlattice rods give the relaxation perpendicular to the interface but could be often limited in
resolution for experimental reasons (due to the limited exit angle of X-ray scattering at
beryllium windows). Moreover the number of observable superlattice reflections is limited
due 1o their small intensity compared to the background. As a consequence the choice of the
initial structure to start the refinement calculation is of prime importance and is ofien very
difficult when the number of atoms contained in the interface unit cell is large.

Unit cell of the
{ interface

Incident X-ray Scattered X-ray

Q_L( out-of-plane )

( in-plane )

Figure 2 : Scheme of the geometry employed in the grazing incidence X-ray
scattering technique in order to study buried interface. Scattering by an interface
supercell gives extra peaks or satellites in addition to the substraie or epilayer
peaks.

Experiments are performed on beam-line X-16 A at the NSLS using GIXS with a specially
designed ultrahigh vacuum chamber mounted on a five-circle goniometer stage {15]. The
specimens prepared in the same conditions as for HREM, are vertically positioned so that the
scattering vector is in the vertical plane. Most of the scans are measured at fixed incident
angle, 0.25 to 0.3° which corresponds to 1 10 1.2 times the critical angle. Integrated

intensities of the individual peaks as measured during a rocking 8-scan are corrected for the
variation of the area seen by the detector and for the Lorentz factor. No polarization
corrections are necessary for in-plane diffraction in our specific geometry. The in-ptane
diffraction intensities are recorded on several samples and avoraged on several symmetry
equivalent reflections. In-plane as well as out-of-plane (figure 2) iniensities are measured at
each individual diffraction peaks.

HOW TO COMBINE HREM AND GIXS

The previous comparison suggests a practical route to solve the interface structure. Electron
microscopy provides the defect content at the interfaces, the periodic or non periodic character
of the relaxation, and atomic images from which the defect character is generally deduced.
Therefore in favorable cases, HREM provides, from two cross sectional views, a first trial
structure with a resolution limited to 2 A in 3D space. In particular, it defines the number of
layers involved in the relaxation at the interface and gives the rigid body translation (RBT)
components in each cross scctional view. In addition it provides the number of atom
concerned in each layer, a parameter which is difficult 1o find in large unit cells by diffraction
experiment. We then refine the projected structure using the in-plane X-ray diffraction data
with several combinations of atom types compatible with some a-priori information or other
experimental techniques. The Rutherford back-scattering gives for instance the crystal
polarity of the heterostructure in polar crystals. Depending on the collected data we can either
test different models suggested by electron microscopy or, after selecting among the different
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trial structures, the refinement process can start. The residual factor (R-factor) or the chi-
square value is minimized as a function of the atomic coordinates and eventually the Debye-
Waller factors. As a final step, we computer simulate HREM images and adjust the relaxanon
perpendicular to the interface until a good fit is obtained with the experimental images. This
gives, in principle, a 3D description of the interface structure.

THE LONG RANGE STRAIN FIELD NEAR AN INTERFACE

We have shown in previous reports that GIXS from GaSb-GaAs (001) interfaces (7.8 %
misfit) gives support to an intermediate layer but in a new sense : the interface is slightly
corrugated. [10]. Briefly summarized the experiment was as follows :

The epitaxial layer of (001) GaSb (miscut angle < 1°5) is grown ex-situ at 470 °C by
molecular-beam epitaxy (MBE) on (001) GaAs substrate. In-plane transmission clectron
microscopy reveals the presence of an island growth mode with a well ordered square array
of pure edge dislocations (Lomer typej{ along the two <110> at the substrate -island interface
[3]. The unit cell is square with a 50 A periodicity as demonstrated in plan view (figure 3).
HREM was also performed on cross sections aofthe same systems by Ichinose {16] along the
<110> axes and confirmed the presence of Lomer dislocations. These images were matched
to the calculated dislocation strain field [17] and gave a crude agreement to the expenimental
atoric positions at long distances from the dislocation core. In fact the first set of dislocations
is observed end-on but is blurred by the second set of dislocations running parallel to the thin
foil, although a bending of the interface seems present. Indeed the relaxation is not limited
along the obervation axis and any quantitative interpretation is not justified. This is where the
X-ray scattering measurements could help.

GaSb(100) obtained in plane view (220 dark field) Nominal thickness 240 A
Note the periodic array of dislocations at the interface along <110> directions,
(courtesy A. Rocher )

In the vicinity of the main peaks of the substrate and of the epilayers several regularly spaced
satellites are present. We deduce that i) the epitaxy is perfect within + 0.02° and the residual
strain of the epilayer is limited to about (.3 %, therefore most of the misfit is accomodated
through dislocations, ii) the satellites are present around any substrate and epilayer peak and
are coming from the diffraction on a periodic square array of dislocations with a four-
fold symmetry. The dislocation spacing measured using transmission electron microscopy
agrecs with the distance between satellites and 1o the calculated distance between Lomer
dislocations, d, as given by d = 0.5 a] a/(a] - a2) where aj is the lattice parameter of the
epilayer (GaSb) and a2 the lanice parameter of the substrate (GaAs).
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This distance is 58 + 2 A and corresponds to a quasi-periodic interface structure which could
be approximated by a mixture of Y2 (14 x 14) and ¥2 (15 x 15) super-cell. At each satellite,
the out-of-plane scattering along the rods perpendicular to the interface describes the atomic
relaxation on each side of the interface (figure 4). The diffraction by an interfacial dislocation
grid is compiea : the entire strain field produced by the interfacial defects extends at distances
of the ordcr of the supercell period and extracting the entire atomic structure is not possible
with so few satellits. As a consequence the data analysis is limited to the determination of
few overall but relevant parameters : the exact location of the interface relative to the
dislocation core and the presence ot a non-planar interface.

o Satellite A 80 T « Satellite C
O Satellite B & Satellite D
B 60 .
ol
‘@
§ 140 1
£
20
0 IS ; ;
0 0.5

Out of plane component, L

Figure 4 : Comparison between measured (GIXS) and calculated intensity at
satellites due to the periodic relaxation at the GaAs-GaSb interface. The four
satellites were measured around the 440 peak of the substrate BB, C D being
located between the GaAs and GaSb peaks. Modelling is performed with a
corrugated interface and three layers of GaAs protruding in the GaSb epilayer.

The rational choice of trial structures is the major step and has been carried out in two ways,
The first non-parameterized approach is to calculate the atomic displacements d»': to a 2D
periodic array of dislocations through elasticity theory. The elastic displacement field at an
incoherent interface has been calculated by Van der Merwe {18] and with miore appropriate
boundary conditions by Bonnet {19]. Analytical expressions are available for periodic
dislocation networks in the isotropic case with the dislocation at the interface plane. The
second approach is to computer relax a given structure by energy minimization "ising an
appropriate interatomic potential. In view of the large number of atomns involved (15,000),
the simplest empirical potential has been chosen @ the Keating potential. Among the large
variety of interface shape and chemical profile we select three classes : i) those containing a
planar abrupt interface located at a variable distance from the dislocation core, ii) a uniform
interdiffused interface with Sb and As atom exchanges and an error funciion profile, i.°, »
corrugated interface defined by h and w respectively the height and width of the corrugation.
As the Keating potential reflects the strain energy b.t not the chemical or electronic
rearrangement at the interface, the minimum energy criterion has to be taken with caution in
comparing trial models. Consequent};’ any model having an interfacial energy differing up to
30 % from the lowest energy configuration has been considered as a possible trial structure.
This is the best way to rationalize the choice.

The intensity of the four satellites A-D around the 440 peaks, F2 (L), was calculated and
fitted simultaneously to the four experimental curves using the chi-square minimum criterion
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(figure 4). We conclude that i) the corrugated structures in particular those containing 2 10 4
atomic layers of GaAs protruding in the GaSb epilayer give a good fit with a low chi-square
value, ii) all planar configurations give higher chi-square values ( 3 or more) , iii) uniform
interdiffusion does not improve the fit. It is worthwhile to note that the corrugated
configuration giving the best fit (figure 5) have strain energies comparable io the lowest
energy found for plana structures with dislocation core at two atomic planes from the
interface.

Ga‘
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Figure 5 : The relaxed interfacial structure of GaAs-GaSh001) as calculated
for a corrugated interface by energy minimization using a Keating potential. A
section of one unit ccll of the interface is drawn at equal distance from two
dislocations .

In this example the complementary nature of HREM and GIXS has been exploited. In
particular one of the main limitation of the HREM in the case of a 2D array of defects has
becn overcome. Unfortunately the unit cell size is so large that all atomic coordinates are not
available. This is not the case in the following e<ample.

ATOMIC RESOLUTION AT AN INCOHERENT INTERFACE

Few interfaces exhibit superstructures with large unit ceils in only one direction. This limits
the number of atoms involved and the structure is more tractable with X-ray diffruction. This
is the case for the GaAs(001)-CdTe " 1 1) interface. GaAs (001) surface is stabilized in Ga-
rich conditions forming a ¢(8x2) stru~tare which is known to be one of the precursor of CdTe
(111) growth [8]. A nominal 10A layer of CdTe is grown on this surface by molecular beam
epitaxy ut 520 C. This layer is protceted  y evaporation of a Te cap layer deposited at room
temperature. We first describe the result, obtained by HREM (figure 6). In the [1-10] cross
section (figure 6b) the interface unpears planar and mostly coherent with no apparent
supercell visible, the RBT in the [11! Jirection is measured 1o be close 10 zero, and most of
the relaxation should occur aiung the cbservation axis as the image appears very regular and
undisturbed at the interface. In contrast on a [110] cross section (figure 6a), the interface is
incohereni with a periodic arrangement involving four and five GaAs unit cells, the relaxation
is directly visible at the interface with grouping of white dots by pairs. Perpendicular to the
interface, it is clear that approximately four atomic layers are involved in the relaxation : two
layers are slight'y relaxed away from the CdTe (111) atomic sites and two layers are close to
the GaAs (001) sites. At this point we cannet distinguish the chemical species. However the
stacking sequence imaged by HREM combined with the crystal polarity measured b
Rutherford Back Scattering {20)], gives the following sequence for the four layers : 1/ Ga in
001 sites, 2/ As .1 001 <ites , 3/ Cd in 111 sites, 4/ Te in 111 sites. [t is not excluded that
layer 2/ or 3/ be replaced by another chemical species provided they are respectively close to
001 and 11+ sites and with the same number of atoms, respectively 18 and 16 per unit cell for
001 and . 1 sites.

L i D £ T



EXPERIMENTAL

CEIRENE IEY NI L N I - !.‘.‘ LA N )
SN QgD
« T S 4V 2

LA X EREEREIX LA AL S RN B 4}

[ X - IO BRI A B

© [110]..,, o [110]..,

Figure 6 : Lattice image of a GaAs(OO1)-CdTe(111) interface along two
perpendicular viewing axes. The atomic column pairs are encoded in white dots
in a) and black dots in b). Calculated images ¢) and d) are computer simufated
and compared to the experimental images using the atomic positions deduced
from GIXS.

The results obtained by X-ray diffraction are as follows (figure 7). The bulk reflections from
the epilayer show that a residual strain of 2 % in the {1-10} direction is still present. In
addition the in-plane diffraction pattern contains superlattice reflections clearly coming from
the buried GaAs-CdTe interface. We observe them independently of the surface state (wath or
without the cap layer) and the integrated intensities along the superlattice rods decrease with
the out-of-plane component, L. This decrease is compatible with a relaxation of three to four
atomic layers at the interface but not with a truncation rod, These two observations point at an
interfacial supercell and not to a purely surface reconstruction. All observed superlatuice
reflections betong o a v2(2x9) unit cetl. The nine units along | 1- 10} direction are companble
with the HREM images. The two units along [ 110} are not evidenced by HREM from which
we deduce that the cell has a glide symmetry element atong the abservation axis . [110]
Among the 312 superlattice reflections which were looked for and measured. only 20
independent retlections give well defined und measurable peaks with a dynamic of 70:1. All
others ar: below the background intensity which originates mostly from the amorphous cap
layer. However the measured background is used to evaluate an upper hmit of the structure
factor, Fy . at this reflecton. This value 15 incorporated in the calculation of the restdual
factor, R defined as

Re O Ve wdeate] /Y Fidobs
G it

where Pl = FGobs at the 20 measurable superfattice reflecnons, Hoand bao =By atall
ather reflections of the ¥2(2xY) supertartice. FGleale and B¢ abs are respectively the
caleulated and observed structure factors at the .aperlartice reficction G
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Figure 7 : In-plane diffraction patiern obtained by GIXS. The diameter of cach individual
superlatice reflection is proportional to its amplitude.

We first start with trial combinations of three unrelaxed layers with atoms at (001) sites
and/or (111) sites assuming a RBT along [110] equal 1o zero. The R-factor ranges from 2 1o
4 and the best combination involves three layers respectively 2/ As in (01 sites, 3/ Ga or Cd
in 111 sites and 4/ Te in 111 sites. No improvement 1s obtained by the addition of other
layers on cither side of the interface. The R-factor is drastically reduced to .33 by moving
the As atoms off their perfect crystal position in order to form dimers with alternate
translation along [1-10] at y=0 and y=0.5. This creates the apparent pairing observed by
HREM. The atom type of layer 3/ is then adjusted and found 1o be Ga (R=().33) rather than
Cd (R=0.63). Further refinement is made with the conjugate gradient method with the x and
y coordinates of each atom as parameters. down to R= 6.6 %. Although the number of
parameters greatly excecds the number of measured peaks, the R-factor definition incoporates
the additional information on the upper value obtained for the smallest reflections.

Two tests give us confidence on the reliability of the procedure : 1) atomic relaxations along
[110} remain negligible as observed by HREM, and ii) the refinement procedure, applied 1o
other structures, gives always a larger R-factor, for instance R= 104 % if Ga is replaced by
Cd. Going back to the direct space image we refine the structure perpendicular o the interface
(z direction). We obrain a good fit between the experimental and simulated images (figure 6)
for the following 2 values : Layer 2/, 3/ and 4/ are respectively at z=0, 1.4A, 2.33A. The final
coordinates of each atom are employed in the perspective view of figure 8. From the data it is
easy to deduce the first nearest neighbor distances and the local atomic coordination.

The main features of this interface structure are as follows @ D) The last laver related to the
original GaAs (O01) planes is an arsenic layer with reiaxation along {1-10 and fonmation of a
zig-zag chain. Every 4 or 5 unit cells those chains are in antiphase position with local
formation of dimers, it) The last substrate layer contains Ga atems close to the CdTe 111
sites, i) The interface is composed of large regions with relatively uniform structural units
separated by two "dislocations” lines per period associated with the As dimers. Successive
dislocation core structure along [ 1-10} are shifted by half a period, iv) Most of the Ga atoms
in layer 3/ are five-fold coordinured.
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Figure 8 : Two perspective views at right angle of the GaAs(001)-CdTe(111)
interface as determined after refinement with the X-ray data. The supercell is
799Ax359A

IMPLICATIONS ON THE GROWTH PROCESS

Two different ways of relaxing the strains at large misfit interfaces have been evidenced :
producing a periodic square array of dislocations and forming a reconstructed farge unit cell,

In the first case the existence of a non-planar and periodic interface has several implications.
The misfit dislocations which are associated with a protrusion (2 or 3 monolayers) of GaAs
should be involved in the formation process of the corrugated interface. However a purely
diffusive phenomenon occuring after the interface formation seems unlikely. First the
pseudo-binary alloy GaAs/GaSb is a peritectic alloy with a miscibility gap with low solubility
of As (in GaSb rich alloy) or Sb (in GaAs rich alloy) at 470 C. As a consequence large
interdiffusion is not thermodynamically driven in bulk materials. In addition the growth
temperature is too low to allow for significant atomic mobility. Elastically driven diffusion
with small atoms (Ga) attracted in compressive core region is therefore unlikely to take place
once the incoherent islands are formed. For the same reasons, dislocation climb necessary for
a sessile configuration to move is not possible and distocations cannot be produced at the
island surface once it is far from the interface. We conclude that both the dislacation
formation and the Ga atom movement are essentially surface or near surface phenomena.
Two mechanisms can be invoked based on near surface mobility and driven by the size
effect. The first is a stress induced mechanism at_the triple point while the island is
laterally growing. The shear stress, O, created as long as the epilayer is coherent with the

substrate could reach a critical value, G¢, necessary to nucleate a Lomer dislocation.
Simultaneously the compressive strain field produced in the GaAs substrate could induce the
upward migration of smaller Ga atoms in the top layers. This process is solely governed by
the distance between the triple point and the last created dislocation. Therefore it explains well
why the dislocation grid is so periodic : dislocations are nucleated in position and no further
climb is necessary. In addition this process creates a corrugated interface witn the same
periodicity as the dislocation distance. The second mechanism, which at this stage cannot be
ruled out, is the formation prior to the island growth of an intermediate layer : it is a
generalized Stranski-Krastanov mechanism. This layer, two or three monolayers high, could
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contain an ordered structure with square tiles of GaSb connected by j(_)im of GaAs (figure 5).
This arrangement lowers the interfacial energy compared 1o a continuous GaSb film by a
factor roughly proportional to the surface of the GaSb tiles as compared 10 the total surface.

In the second case the formation of the supercell could be induced by an initial reconstructed
surface. In fact the initial Ga-rich surface known to induce the CdTe (111) growth is sull
reflected in the interface structure. The Te atoms as shown by Tatarenko et al. [8] are the first
adsorbed species and XPS shows numerous Ga-Te bonds, a tendency which is even more
systematic when the epilayer has fully grown. Therefore some general trends observed
during the CdTe initial growth are preserved after completion of a 3D epitaxial layer.
However, when analyzed in more detail, the initial adsorbtion sites are strongly modified.
The buried interface has no Te-As bonds as opposed 10 the one detected by XPS on the

(* x3) surface and no Te-Te bonds detected on the (6x1) 111 surface, another precursor of
the (111) CdTe growth. Therefore the Cohen-Solal model [21) with two Te-Ga bonds and
one Te-As at each Te adsorbed atom could only be a transient structure. The reason why the
Ga atoms are in the Cd sites can be understood as follows : it is the only arrangement which
is compatible with no net charge at the interface. We note that for Te, Ga, As with respective
6, 3, 5 s and p electrons and 4, 5, 4 coordination numbers, there arc 1wo electrons per bond
at any atom. In the fraimework of the bond orbital model these electron pairs provide the
dominant energy term in the cohesion energy through the filled bonding states. The sp3
hybrid involved in the Te and As bonds are therefore still present. Although pairing is still
ensured for Ga, the hybridisation should be modified in order to include d orbitals. Further.
bond structure calculations should give more insight to the respective degree of covalent and
jonic binding. Nevertheless, the observed structure is compatible with a high cohesive energy
and, as a consequence, a relatively stable interface. We also note that no intermediate
compound, for instance the stable Ga) Te3 is observed. This is in contrast with ZnSe (001)
on GaAs (001) : an intermediate layer of Gap Se3 is formed with a (2x2) supercell at the
interface {22].

CONCLUSION

More generally the implications of our work are as follows. First we have demonsirated the
advantages of combining information on the same structure in real space and in reciprocal
space to solve quasi 2D-structures. Thus our approach can be generalized to any
reconstructed interface and should be particularly atractive for incoherent interfaces in
heterostructures. Second, the ability to obtain local atomic positions in an interface between
multicomponent constituents should stimulate energy calculations. The stable structure similar
to the one found in the system GaAs(001)-CdTe(111) is difficult 1o predict even with
extensive calculations. The present experimental determination opens the way to feasible
electronic structure ab-initio calculations. The electron transfer and local charge induced at the
interface are particular points of interest which should now be studied. Finally we have
shown that the finz] configuration of an interface cannot be extrapolated from the knowledge
of the initial growth of the first adsorbed species. This points to the need of detailed structural
studies on interfaces per-se, in addition to the whole body of theoretical and experimental
work performed at surfaces.
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QUANTITATIVE HREM STUDY OF THE ATOMIC STRUCTURE
OF THE X(310)/[001] SYMMETRIC TILT GRAIN BOUNDARY IN NB

WAYNE E. KING AND GEOFFREY H. CAMPBELL
Chemistry and Materials Science Department, University of California, Lawrence Livermore
National Laboratory, Livermore, CA 94550

ABSTRACT

We have used a non-linear least squares optimization method to deduce a model for the
atomic structure of the Z(310)/[001] symmetric tilt grain boundary in Nb from high resolution
electron micrographs (HREM) of a bicrystal prepared by diffusion bonding. The resultant model is
similar to, but differs in detail from a theoretical prediction based on interatomic potentials which
included angular forces thought to be important in the prediction of defect structures in body centered
cubic metals. Results validate this approach as a step towards making HREM a quantitative
technique.

INTRODUCTION

The atomic structure of the symmetric 36.9° tilt grain boundary with [001] tilt axis forming
a twin about (310) in Nb has been predicted in a related work by atomistic simulatios, b 2 using
interatomic interactions derived from the Embcdded Atom Method (EAM) 3.4 3nd the Model
Generalized Pseudopotential Theory (MGPT) These models differ primarily by the absence or
mclusxon of angular dependent interactions. EAM potentials are of the pair functional type
[Carlsson 1990 #51] and incorporate the trend that higher coordination implies longer, weaker
bonds. These potentials include no angular dependence of the atomic interactions. In contrast, the
MGPT potentials incorporate angular-dependent 3- and 4-body interactions based on a model
treatment of canonical d-bands.>
The Z(3 10)/[2 1] boundary in Nb is a case where the two models predict distinctly different
interface structures.” The EAM predicts two possible structures, both with relative shifts of the
adjacent crystals which break mirror symmetry on the atomic scale. In particular, EAM predicted,
for both structures, a relative shift of the crystals along the tilt axis. In contrast, the MGPT predicts

a fully mirror symmetric structure. The experimental observation by HREM along {130} revealed
no relative shift of the lattices along the tilt axis. L% Further inspection of the images along [001]
indicate lha( lhe boundary atomic structure is mirror symmetric, which agrees with the prediction of
the MGPT."2 The complex relationship that exists between the atomic structure of a grain boundary
and the resultant HREM image has made it impossible to unfold the experimental images dircctly
to obtain the atomic structure of the grain boundary. The conclusion that the experimental image is
in agreement with the MGPT prediction was based on visual comparisons of experimental images
with simulated images based on model structures.

In this report, we test the above conclusion by carrying out a refinement of the atomic
structure of the £5(310)/{001] symmetric tilt grain boundary in Nb viewed by HREM along the tiit
axis. We have used a method that is commonly caiployed in structure refinement by x-ray diffraction
and in the analysis of y-ray and x-ray spectra, namely unconstrained, non-linear, least-squares
optimization.
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BACKGROUND

It is the goal of a least-squares problem to fit a model, f*“(x), to experimental data, f*',
and thus to minimize the residuals, f,(x)

e A6
v .

f(x)= (n

where ™ is the intensity value of the ith pixel in the experimental image, f:°“(x) is the intensity
value of the ith pixel in the simulated image based on the image model x, and W, is the image which
represents the uncertainty associated with measurement of the intensity of each pixel in the

experimental image, that is,

min[i f,(x)z]. ()

In this context, x refers to the parameters governing the image simulation such as the location of the
atomic columns projected along the viewing direction or the electron-optical imaging parameters and
k is the number of pixels in the image.

This problem has been addressed in the current work using the MINPACK-1 unconstrained,
non-linear, least-squares optimization code’ coupled with the EMS image simulation code.®
MINPACK-1 employs the Levenberg-Marquardt algorithm to solve the non-linear, least-squares
problem.9 The algorithm relies on the calculation of the Jacobian matrix

"f"(")),lsisk,xsjss 3)

{

L ox
which is used to correct the initial guess, x,. Functionally, MINPACK-1 calculates f(x,) then uses
the forward-difference approximation to calculate the Jacobian matrix. The algorithm then estimates
a correction p to x, such that

°

lF e ) < Fex ) (4)

where x,= x,+ p and ||F(x‘){ is the Euclidean norm of F

trel=($ 1) ®

This procedure is iterated with x, replacing x until specific convergence criteria are met.” In
this work s = 84 (atom positions) and k = 65,536, which corresponds toa 512 x 128 pixelimage. The
EMS computational cell was 4.16 x 1.04 nmZ2, Optimization required ~16 iterations corresponding
to >1300 multislice calculations. Optimizations were run on a Silicon Graphics Personal IRIS 4D-
35 and a Sun SPARCstation IPX.
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PROCEDURE

High resolution images of a section of a £5(310)/[001] symmetric tilt grain boundary in Nb
were acquired along the common {001] zone axis under two different focus conditions which gave
strong contrast of the {110} fringes in the bulk crystals. The micrographs, shown in Figure 1, were
acquired at an electron-optical magnification of 8 x 105 in a JEOL-4000EX high resolution electron
microscope using Kodak S0O-163 electron-image film. Negatives were developed in Kodak D-19
developer diluted 1:2 with water for 4.5 minutes at 20°C. Negatives were digitized using a
1024 x 1024 x 14 bit Photometrics CCD array camera coupled with a Questar telescope. Using this
configuration, digital images were acquired from the negatives at a resolution of 190 pixels/nm
which is comparable with the resolution of image simulation. Digitized images, /, were corrected
for pixel-to-pixel gain differences by normalizing the images to the so-called flat-field image, /,.
Dark-current images were subtracted from both the experimental image and the flat-field image prior
to making the flat-field correction.

Flat-field corrected images were corrected for nonlinearities in film response as described
previously. 10 1 inearized images were normalized by the incident electron beam inteusity measured
from the unobstructed beam on the exposed negative. The resultant normalized images are

dimensionally the same as those simulated using the EMS image simulation package.
obs

Average, f, and standard deviation images, o/, of the unit cell of the £5(310)/{001}
symmetric tilt grain boundary were calculated from eight unit cclls extracted from the normalized
images. Average and standard deviation images of the Nb unit cell viewed along [001] were
extracted from the f**and o™ grain boundary unit-cell images. Using this procedure, the random
contribution to the image contrast due to the amorphous phase always present on the upper and lower

surfaces of the sample resulted in the average image contrast being superimposed on a constant
background. The background is included in the analysis by a modification of Equation 1

£ - (fE () + bf)
114

i

fi(x)= (6)

where bis the fitted background. The overall effect of the background is to decrease the intensity

Figure 1. HREM images acquired from the same section of a symmetric tilt grain boundary in
Nb produced by diffusion bonding at two defoci. Both images were acquired under “black-
atom” contrast conditions.
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of the electrons contributing to the image. Including uncertainties in linearizing the images, W; was
calculated as

W, = 0™ +0.05f%. (N

Optimizations were carried out to determine the critical imaging parameters, such as
thickness and defocus, as described previouslyw with the exception that in this work, experimental
images were normalized by the incident beam intensity to bring the experimental and simulated
images into dimensional consistency and the effect of background was taken into account.

Once the imaging parameters were established, the optimization of the atomic structure of
the grain boundary was carried out. The starting “guess” for the aton..c structure of the grain
boundary was the coincidence-site-lattice model (CSL) construction which is illustrated in Figure
2 and described above (see also Ref. 2). Also shown in Figure 2 is the relaxed MGPT prediction.

RESULTS AND DISCUSSION

Results of the optimization of thickness and defocus are shown in Table 1. £, f“(x),and

{ (x) forthe three imaies in Table I are shown in Figure 3. Figure 3a and Figure 3b were derived
rom opposite sides of the grain boundary in Figure Ia. Figure 3c was derived from the lower half

of the image in Figure 1b. For an ideal fit, the values in the f(x) image would be randomly
distributed between ~1 and +1. Deviations from a random distribution indicates a systematic
deviation of the model from the experiment, which we believe in this case to be associated with
specimen drift during the exposure. The background values are consistent with what we expect based
on analysis of the contrast from the amorphous phase at the edge of the sample. The agreement
between the results from Figure 3a and 3b is an important test for internal consistency of this work.
In this analysis, we also optimized the parameters associated with crystal tilt and beam tilt. The
results of the optimization indicated that there was a small difference in the alignment of the crystals
on either side of the interface relative to the electron beam, a situation which is not unexpected. This
difference was ignored in the grain boundary structure optimization since the simulation method
employed was unable to easily include this complication. The values of thickness, defocus, and
background shown in Table I along with the other parameters shown in Table Il were applied in the
structure optimization.

L oo Moddl Figure 4a shows £, f*“(x) based

0.2 ’ T s T on the structure predicted by the CSL, and the
00t - e e YV resultant f,(x). The f,(x) images in Figure

£ :i P T T T .j 4c indicate that the fit between experiment
£ o6l LA A ] and simulation is acceptable. The region of
> o8 e T . .t Lt ) interest comprises the 42 atomic columns
1'0 P, o, PR surrounding the interface. It is evident from
of . - . 3 detailed comparison of the experimental im-
1'2,_1 1:5 1; ; 3 2:., a1 age with the simulation that while these im-

X (nm) ages are qualitatively in agreement (¢.g. both

exhibit mirror symmetry), they differ in the

Figure 2. Comparison between the atom details of the contras. near the interface. Spe-

posttions predicted by the MGPT c. 1by the  cifically, a four-sided contrast feature is ob-
CSL model.
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Table §. Optimized values for thickness, defocus, and background
for the three images shown in Figure 3.

Figure 3a Figure 3b Figure 3¢
Thickness (nm) 59 59 5.9
Af (nm) 34 32 -35
Background (normalized -0.08 -0.11 -0.07

electron intensity)

Table Il. Image simulation parameters used for optimization of imaging
parameters and boundary atomic structure.

Parameter Value
Accelerating voltage (keV) 400
Debye-Waller Factor (nm?2) 0.0046
C (nm) 1.00
Defocus spread (nm) 8.5
absorption constant 0.03
lattice parameter (nm) 0.33C1
convergence semi-angle 0.7
(mrad)

served at the interface in the experi-
mental image whereas the same feature
comprises five sides in the simulated
image. Therefore, we expect that there
is a difference between the CSL and
actual atom column positions.

The interface atomic structure

was optimized using the f* data ob-
tained from the image in Figure la.
Positions of the 42 atomic columns in
the center of the computational cell
were optimized. Since the position of
each column has two degrees of free-
dom, this gives rise to 84 free param-

eters. Figure 4b shows the [, the

F(x) based on the best-fit structure
calculated using the non-linear least
squares optimization, and the corre-
sponding f (x) image. The marked
improvement in goodness-of-fit be-
tween Figure 4a and Figure 4b is evi-
denced by the reduction in absolute
magnitude of f.(x) in the vicinity of
the interface compared with Figure 3.
The best-fit atom positions, superim-
posed on the f/"“(x) image in Figure
4b show that there is a significant dif-
ference between the best fit atomic col-
umn posifions and those of the CSL and
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Figure 3. f, f(x), and [.(x) for the three images

in Table 1.
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Figure 4. Results from the images shown in Figure Ia. (a) f°*, f7“(x) based on the structure

predicted by the CSL, and the resultant f(x). (b) 7, fi*(x) based on the best-fit optimized

structure, and the resultant f(x).

MGPT. Specifically, there are sizable reduction in the (310) interplanar spacing in the immediate
vicinity of the interface (one or two planes). Second, some atomic columns surrounding the interface
break the mirror symmetry observed in the CSL and MGPT model. While the structure does not
exhibit strict mirror symmetry, the contrast of the simulated image is in close agreement with the
experimental image.

A second defocus value was investigated (Figure 1b). Figure 5 is analogaus to Figure 4
except that the defocus for this image is 34 nm. Looking at the atom positions inthe f/**(x) image,
it is evident that similar, although not equal relaxations of the atomic columns are observed in the
vicinity of the interface. The mirror symmetry predicted by the MGPT and evident in the
experimental image, is broken immediately in the vicinity of this interface in the same way as in
Figure 4, i.e. the atomic columns have moved in the same directions from the MGPT prediction. An
atomic structure based on the weighted average positions from Figure 4 and 5 is shown in Figure 6.
Also plotted in Figure 6 are the atomic column positions predicted by the MGPT.

CONCLUSIONS

Is the structure shown in Figure 6 the “real” atomic structure of the £5(310)/[001] symmetric
tilt grain boundary in Nb? The results of our structural refinement indicate that in absence of error
in estimation of thickness or defocus, the MGPT qualitatively predicts the structure of the grain
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Figure S, Results from the images shown in Figure 1b. (a) {7, f{*(x) based on the structure

predicted by the CSL, and the resultant f,(x). (b) 17, f7 ““(x) based on the best-fit optimized

structure, and the resultant f(x).

boundary but is in error in the details. Specifically, the atomic column spacings nearest to the
interface in the best-fit structure are smaller than that predicted from the MGPT. Currently, we
believe the optimized model to be physically reasonable, i.e. there is no obvious reason why this
structure may not exist. We have already noted in a previous work that the repulsive part of the MGPT
potential is likely to be too stiff which could affect the boundary relaxations in the manner
observed.}? Verification of the validity of this new model requires additional structural refinements
from HREM images of the same interface acquired at different defoci and calculation of the total
energy of this interface using electronic structure methods and comparing that energy with that of
the MGPT structure.
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ABSTRACT

We present here a study of the Z=3 {112} incoherent twin boundary in aluminum.
Atomistic studies of this boundary indicate that several high energy boundary structures may
exist, with the lowest energy structure exhibiting a small rigid body shift parallel to the
boundary. The observations presented here indicate that the ngid body shift does ii fact occur
and that its magnitude, as well as the local grain boundary structure, is well predicted by
atomistic calculations using the Embedded Atom Method. The low energy boundary
configuration is much narrower than the equivalent boundaries that have been observed in the
lower stacking fault energy FCC metals.

INTRODUCTION

Recent work has recognized that in gold [1], silver [2], an. copper [3], the Z=3 {112}
incoherent twin boundary is dissocizted, and can be thought of as a slab of 9R stacked
material, roughly 10 A thick, between 1wo bi. cks of ECC material. The 9R stacking serves as
an intermediate stacking arrangement 10 reverse the ABC stacking to CBA and is equivalent to
an FCC stacking of {111} planes with an intrinsic stacking fault at every third plane {2}. Thus,
it is likely that this dissociated structure is stabilized because of the low stacking fault energies
of these materials (Au: 32 mJ/m?; Cu: 45 mJ/m2; Ag: 16 mJ/m2) [4]. By this explanation, the
same boundary in a high stacking fault energy material, such as aluminum (Al 16F mJ/m?),
would be expected to be much narrower with little resemblance to the 9R packing. Indeed,
atomistic calculations of the aluminum boundary using both the Embedded Atom Method
(EAM) and pair potentials predict that the lowest energy boundary structure is quite narrow.

Such calculations also predict that the lowest energy structure should exhibit a small rigid
body shift parallel to the boundary, the magnitude of which depends on the particular potential
that is used. Interestingly, a recent HRTEM study of the 2=3 {112} boundary, observed
within an internally twinned grain of a polycrystal:'ne aluminum film, found not the low
energy, shifted structure, but instead, a mirror symmetric boundary that matched well with 2
higher energy calculated structure [S). In this previous work it was notcd that because the
observations were made near a junction with the coherent twin, the boundary may have been
physically constrained from relaxing to the shifted configuration. In order to resoi.e this 1ssue,
we present here a study of an aluminum bicrystal possessing only the £=3 {112} interface.
Because the coherent twin boundary is absent, the physical constraints on translation present in
the earlier study are eliminated, and the observed boundary should represent the fully relaxed
state.

ATOMISTIC CALCULATIONS

Relaxed boundary structures were obtained from molecular statics calculations using the
Embedded Atom Method (EAM) [6,7) with the Voter and CL=., aluminum potential [8].
Starting configuratio.is were generated both by varying the iaitial displacement of atoms on one
side of the boundary from their CSL poritions and by removing atoms from sites on the
boundary. In order to allow for density chi rging relaxations pcrpendicular to the boundary,
two types of starting cells were constructed. The first cell type was constructed with free
surfaces, parallel to the (112) plancs, with 40 A thick slabs on either side of the boundary.
The second cell type was periodically continued in the [112] direction (x) by truncating the
structure at a proper lattice position such that an equivalent. bt inverted, . herent twin
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boundary was formed at the ends of the cell. The x dimension of the periodic cells was
allowed to vary dynamically during the relaxation. Several different slab lengths were tested
with equivalent results. In the directions parallel to the boundary, both cell types were
periodically continued with fixed boundary lengths. The free surface cells were constructed
with three periods in {111} (y) and two in {110} (2), whereas the periodic cells had two peniods
inyand one in z.

As is summarized in figure 1 and table !, three minimum energy configurations,
consisting of one mirror symmetric structure (A) and two shifted structures (B and C), were
obtained from these calculations. The mirror symmetric structure resulted only from the free
surface cell, relaxed from its symmetric CSL position, whereas the two shifted structures were
obtained for both cell types relaxed from several different initial states. The mirror symmetric
structure has been shown previously to correspond to the structure observed near junctions
with the {111} coherent twin [5]. In contrast, structures B and C exhibit rigid body shifts,
Ay, of differing magnitude parallel to the boundary: structure B is displaced by greater than
half a {111} spacing, whereas structure C is displaced by less than a third of a {111} spacing.
Consistent with the calculations of D. Wolf [9] for copper and gold, the calculated grain
boundary energies scale roughly with the excess volume displacement perpendicular to the
boundary, Ax, with structure C having both the lowest grain boundary energy and excess
volume.

The core region of structure B is fairly wide with severe bending of the common (111)
planes as they pass through the boundary. Such bending is similar, though to a lesser degree,
to what is both calculated and observed for the low SFE metals. Indeed, the boundary packing
for structure B may be generated from the packing in the relaxed silver £=3 {112} boundary,
which consists of a slab of 9R a single unit cell wide {2}, by the removal of one (112) plane of
atoms within the boundary.

The small shift structure (C) is similar to that published previously by Pond and Vitek [10j
using a pair potential derived from pseudopotential theory. Ax and Ay in this structure are
stightly larger (0.45 A and 0.79 A, respectively) than predicted by the EAM calculation.
Interestingly, their alpha fringe measurements indicated 2 Ax of 0.21 A, which is closer to the
EAM calculation, and a Ay of 0.82 A, which is closer to the pair potential calculation. In

S9aeorer | |ERIERES | 01

RO N ooe | | e 33 y
Ll
°) ®

Ce0e0 e SI80 g%%%‘o IS8 mrop x [112]
(®) (€)

Figure 1. Boundary structures calculated using EAM for the aluminum
E=3 {112} <110> boundary.

Tabie 1. Calculated grain boundary energy and rigid body shifts (Ax is the excess
volume displacement in the [112] direction, Ay is in the {111] direction paralle! to

the boundary).
GB Energy
(mJ/m?) ax (A) Ay (A)
Mirror Sym. (A) 327 0.40 0.00
Large Shift (B) 316 0.38 1.26
Small Shift (C) 223 0.33 0.68
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analogy to the relationship between boundary B and the 9R structure, the boundary packing
of structure C may be generated from the large shift structure by the removal of yet one more
(112) plane, and thus is fully removed from the 9R structure which has been calculated for the
lower SFE metals.

EXPERIMENTAL
Observations and Comparisons with image simulations,

The =3 {112} <110> aluminum bicrystals, grown using a horizontal zone melting
technique, were provided by C. Goux and M. Biscondi of the Ecole National Supericre des
Mines, St. Etiennes, France. Thin foils were prepared by electrical discharge machining
sections that were then electropolished in a solution of 70% methanol - 30% mitric acid. All
observations were made on a JEOL 4000 EX electron microscope operated at 400 keV.
Images were obtained from region of material within the first extinction contour indicating that
the specimen thickness was less than 11 nm. Defocus values were measured from the peak and
minimum positions in optical diffractograms. Images, digitized either from prints using a
flatbed scanner or directly from negatives using a densitometer, were analyzed using the
Semper 6 Image Analysis Software from Synoptics. Images from three defocus conditions are
illustrated in figure 2. These images show clearly a shift of the common (111) fringes across
the boundary. Image A is an overfocus condition corresponding to a focus of +30 nm, image B
is at -30 nm defocus, and image C is at -70 nm defocus, which is near the first broad band.

Image simulations for the three structures predicted by the EAM were performed using the
EMS package of simulation software [11) implemented on a Silicon Graphics workstation. The
following were used as image simulation parameters: Cs: 1.0 mm:; objective aperture diameter:
22.5 nm-?; spread of focus: 10 nm; semiconvergence angle: 0.9 milliradians; and specimen
thickness: 5.7 nm.

Measurement of Boundary Displacements

In order to make a precise measurement of the shifts parallel and perpendicular to the
boundary we have used a regression technique [12] that allows one to accurately track the mean
position of a block of fringes on both sides of the boundary. Variations of this technique have
been applied previously to a number of gold boundaries and found to have a precision on the
order of 0.1 A {13] although possible variations with defocus were not stated.

Figure 2, Experimental Images. (A) +30 nm, (B) -30 nm, (C) -70 nm defocus.
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Figure 3, (a) (111) fringe intensities projected in the ! 112] direction for -70 nm defocus
condition. (b) Trace of the relative (111) fringe positions extrapolated 1o the boundary
plane.

Ay is measured by digitizing a small block of tre image, in this case 7 x 20 A, and
averaging the intensities, in the x direction, of the common (111) fringes. As illustrated in
figure 3a, this producs an averaged line profile of the fringe intensity. A peak search, refined
by a local center of mass calculation, is used to locate the midpoints of each ot the peaks which
are then assigned an index number in order of occurrence. Plotting the peak position as a
function of peak index produces a straight linc whose slope is equal to the number of pixels per
fringe, thus giving an internal calibration of the magnification. The intercept, or for greater
statistical confidence, the value of the regression function evaluated at the mean peak index,
provides a reference position for the block of fringes. By performing this analysis along a
series of positions on both sides of the boundary, the relative position of the fringes within the
block is accurately tracked. The rigid body shift is obtained by extrapolating the trces of the
relative fringe position to the boundary (see figure 3b).

The excess volume shift perpendicular to the boundary is obtained by a similar procedure.
However, in this case the image intensity is averaged in the y direction, and the regression
analysis identifies a "best” position for two parallel (224) fringes based on the positions of the
surrounding fringes. To avoid overlapping peaks, the averaging is over every third (111)
fringe. Ax may be determined from the relative phase shift between the mean fringe locations
from:

Ax= D modulo d224 H
where D is the distance between the fringe positions identified on both sides of the boundary
by the regression procedure and daz4 is the spacing between (224) planes (0.8266 A).
However, in order to unambiguously determine Ax, the number of atomic planes between the
two sites must be counted, in which case the displacement is given by:

Ax=D - npd24 (2)

where np is the number of planes identified between the measured fringe locations.
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Figure4, Experimental image compared with the simulated images for EAM structures
A,B, and C (Cs=1.0 mm: objective aperture diameter: 22.5 nm'}; spread of focus: 10
nm; semiconvergence angle: 0.9 milliradians; thickness : 5.7 nm). Peak positions
from the low energy structure (C) are overlaid on the experimental image.

RESULTS AND DISCUSSION

A comparison of the -70 nm defocus image with images simulated for the three EAM
boundary structures is shown in figure 4. Intensity peak positions from the simulated image
for structure C (the lowest energy structure) are overlayed on the experimental image
demonstrating that the local boundary structure, as well as the shift of the (111) planes, appears
to be well predicted. These results are supported by the fringe shift measurements for Ay (see
table 2) which indicate a displacement of 0.66 £ 0.07 A, averaged over the three focus
conditions. This displacement is much closer to the EAM calculation for structure C than for
structure B.

The measurements of the excess volume displacement are somewhat more problematic.
Although the Ax measurements for the +30 and -70 nm focus settings indicate an expansion
0.07 A larger than that predicted by the EAM, the values measured from the -30 nm defocus
condition consistently gave a physically unlikely contraction relative to the bulk density. A
possible cause for this effect is the presence of astigmatism which is sufficiently severe (Ca =
15 nm) that at this defocus the unshared {111] fringes are imaged asymmetrically. Indeed,
this result underscores the importance of good imaging conditions (namely, precise beam and
specimen tilt, and proper astigmatism correction). The sensitivity of the particular measurement
to these effects is only clear when the analysis is performed on images obtained at different
defoci.

Jable 2, Measured displacements perpendicular (Ax) and parallel (Ay) to the boundary
and standard deviations of measurements.

Focus relative

to Gaussian Ax (A) OAx (A) Ay (A) Cay (A)

) I e et
+30 nm 0.42 0.05 0.64 0.05
-30nm -0.17 0.04 0.77 0.01
-70 nm 0.38 0.01 0.59 0.02

Pooled
Values : 0.66 0.07




SUMMARY

In conclusion, we have observed a rigid body shift parallel 1o the £=3 {112} boundary in
an aluminum bicrystal. This result supports the hypothesis that the previously observed mirror
symmetric structure was stabilized by its close proximity to a junction with the coherent {111}
twin. The features of the local region compare well with image simulations for the lowest
energy structure predicted by the EAM, and from precise measurements of Ay we can clearly
discriminate between the two shifted structures, although the value of the excess volume
displacement is not yet clear. The low energy structure is much narrower and localized than that
for the same boundary in gold, silver, and copper, which is most likely due 1o the much higher
stacking fault energy of aluminum,
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ATOMIC STRUCTURE OF THE (310) TWIN IN NIOBIUM: THEORETICAL
PRED:iCTIONS AND COMPARISON WITH EXPERIMENTAL OBSERVATION
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*Lawrence Livermore National Laboratory, Livermore, CA, 94550, USA
tSandia National Laboratories, Livermore, CA 94551, USA
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ABSTRACT

High - resolution transmission electron microscopy (HREM) has been used to charac-
terize the atomic structure of the symmetric 36.9° tilt grain boundary with [001] tilt axes
forming a twin about (310) in Nb. The projected structure was imaged along two different
directions in the plane of the boundary and was compared to model structures through
high - resolution image simulation. The atomic structure of this 35 boundary was
predicted with atomistic simulations using interatomic potentials derived from the
Embedded Atom Method (EAM), Finnis-Sinclair (FS), and the Model Generalized
Pseudopotential Theory (MGP11. The EAM and FS predicted structures with translations
of the adjacent crystals which break mirror symmetry. The MGI'T predicted one stable
structure with mirror symmetry. The atomic structure of the (310" twin in Nb was found
by HREM to be mirror symmetric. These findings indicate that the angular dependent
interactions modeled in the MGPT are important for determining the grain boundary
structures of bee transition metals.

INTRODUCTION

Atomistic simulations which can model the interactions of many tens of thousands of
atomsareincreasingly used as a predictive tool in materials science and have the potential
toplay animportantrole in the overall understanding of the properties of materials,’ such
as the atomic structure of defects,? segregation,? and fracture.* The present investigation
seeks to distinguish among several models of the interatomic interactions used in these
types of calculations by comparing their predictions to experimental data. In particular,
the interest is to assess the differences among the Embedded Atom Method (EAM),>
Finnis - Sinclair (FS),” and the Model Generalized Pseudopotential Theory (MGPT)® for
predicting the atomic structure of defects in body centered cubic (bee) transition metals.
The predictive power of the EAM and FS for face - centered cubic {fcc) noble metalsis well
established (e.g. see references 2 and 9). Defect structures in bec transition metals may be
less easily predicted as compared to fcc metals owing to the partial filling of the d-bands
which is expected to add an angular dependence to the interactions.!® Early work on bec
metals, however, proposed that the similar importance of the first and secund nearest
neighbor interactions was the dominant feature in stabilizing the bcc structure and
determining the atomic structure of defects.!!

The grain-boundary simulations studied here differ primarily by the absence or
inclusion of angular dependent interactions between the atoms in the theoretical model
used to derive the potentials. The EAM and FS potentials are both of the pair functional
type.!? They incorporate the trend that higher coordination implies longer, weaker
bonds. However, they include no angular dependence of the atomic interactions. In
contrast, the MGPT potentials incorporate 3- and 4-body interactions based on a model
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Figure 1: Model atomic structures of the (310) twin in Nb predicted by various interatomic
potentials. (a) MGPT, (b) "Model 1~ predicted by EAM and FS. and (¢) "Model 2" predicted by
EAM and FS. The model structures are shown in two orientations: The top row has a viewing
direction parallel 10 the tilt axis, [00]], while the bottom row is viewed perpendicular to the tilt
axis, along [130].

treatment of canonical d - bands.? Potentials which incorporate angular dependencies
have been shown to correctly predict the reconstruction of Mo and W (100) surfaces.'21?
Similar success has not been observed with pair - functional methods.! Grain boundaries
are more similar to bulk material than surfaces, possessing comparable coordination, but
with different atomic arrangements. They should provide additional information on the
importance of angular dependent interactions due to the prescrce of interatomic angles
not present in the bulk. At present, little experimental data exist for grain boundary
atomic structures in bee transition metals.!> 16

ATOMISTIC SIMULATIONS

The atomic structure of the symmetric 36.9° tilt grain boundary with {001] tilt axes
forming a twin about (310) hasbeen calculated using EAM,'” FS, ' and MGPT'® potentials
for Nb. The size of the simulation cell was chosen corresponding to the expected
periodicity of the grain boundary (35 within the Coincident Site Lattice’ model). To
explore the formation of different metastable grain boundary structures, many different
translational states of the adjacent crystals were used as initial conditions for the energy-
minimization calculation.

The simulations predict three model structures, shown in Fig. 1. The MGPT potential
predicts a structure which exhibits mirror symmetry across the interface and is very close
toa 35[001)/(310) unrelaxed structure. Within the MGPT, this structure was the only one
found to be stable. As expected from the similarity of the methods, the use of the EAM and
FS potentials lead to nearly identical results. They predicted several metastable struc-
tures. The two shown in Figs. 1(b) and 1(c) exhibited the lowest energies. There exist
translational shifts between the adjacent crystals which differentiate “Model 17 and
“Model 2” from the MGPT prediction. In Model 1 there is a relative shift in the crystal
positions by a translation of 0.078 nm in the {001] direction, corresponding to half a (002)
lattice plane spacing. Model 2 includes a crystal translation of 0.083 nm in the [001]
direction as well as a translation of 0.052 nm in the [130] direction, which lies in the plane
of the boundary. The mirror symmetric structure predicted by the MGPT is stable when
simulated using EAM potentials, but the energy of the structure, 1.20]/m?, is significartly
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greater than that of the two other structures, 1.03 }/m? for Model 1 and 0.98 J/m? for Model
2. Additionally, when Model 1 and Model 2 are used as the initial configurations for the
MGPT calculation they are unstable and relax to the MGPT structure shown.

EXPERIMENT

High-resolution transmission electron microscopy (HREM) is a useful tool for char-
acterizing the atomic structure of certain high symmetry grain boundaries.?"- 2 Likewise,
theory is limited to studying “special” grain boundaries which are periodic in the plane
of the boundary. Due to these limitations, the comparison between theoretically pre-
dicted grain boundary structures and experimentally characterized structures requires
the fabrication of model grain boundaries which was done in this study by diffusion
bonding of single crystals. Diffusion bonding allows complete freedom in the selection
of the orientation of a bicrystal. [IREM reveals atomic structure via comparison of
experimental images with images simulated using a model atomic structure as the
input.?® The comparison of simulated with experimental images then allows the choice
of the model which best fits the dcta.

Grain boundaries forming (310) twins in Nb were prepared by diffusion bonding two
precisely oriented, to within = 0.1°, Nb single crystals with flat - polished (310) surfaces
which were misoriented by 180° about {310] relative to the perfect crystal* Two
projections are required for a complete HREM investigation. For this case [001] and [130],
which lie in the interface, were chosen. Image simulation® was performed using the
mulii-slice formalism.%

- . .

. - ‘e e Bl Experimental Image
Simulated Image )d :
> ] €

Figure 2: Comparison of an experimental image with a simulated image for the (310) twin in Nb
as viewed along [001 . The simulated image uses the MGPT mode! atomic structure from Fig. 1,
but the result would be identical if EAM and FS Model I were used. The positions of the atomic
columns are indicated by white crosses.
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Figure 3: Simulated high resolution images using the remaining model (310) twin structures as
viewed along [130] for (a) MGPT and (b) EAM and FS Model 1. The lattice fringe image arises
from (002) planes with spacing of 0.165 nm. The bottom row of images are glancing angle.
perspeciive views of the same images as in the row above 1o emphasize the displacement of the
lattice fringes at the boundary for Model 1.

RESULTS AND DISCUSSION

Previous work has established the mirror symmetry of this boundary when viewed
along [001].7 A HREM image is shown in Fig. 2 with a simulated image from the MGPT
model shown as an insert. The symmetry of the boundary was confirmed by also
comparing experimental and simulated images for other focus values as well.”” Model 2
is thus inconsistent with experimental ousev. iion.

The {1301 direction, orthogonal to the first viewing direction, is most suitable for the
second projection of the grain boundary structure. This direction is shown in the second
row of model structures in Fig.1. The largest spaced atomic planes of Nb parallel to [130]
are (002) and (310), with interplanar spacings of 0.165 nm and 0.104 nm, respectively. The
spacing of the (310} are below the information limit of the microscope, which is approxi-
mately 0.14 nm. The (002) reflections will be the only ones contributing to the phase
contrast image resulting in a lattice fringe image (Fig. 3). The {0u2) plancs ase por pondin-
lar to the (310) twin plane and a relative shift of the adjacent crystals in [001] (Model 1 and
Model 2) should result in a discontinuity of the (002) lattice fringes at the interface (Fig. 3).
Conversely, for the MGPT model, where no shift exists between the crystals, the (002)
fringes are continuous across the interface. The experimental high - resolution image
corresponding to this viewing directionis shown in Fig. 4. The (002) fringes run vertically
and are seen, especially easily in the glancing - angle perspective view, to be continuous
across the grain boundary. Thus, the results of the high - resolution microscopy indicate
that the boundary atomic structure is mirror symmetric, which agrees with the prediction
of the MGPT.

One limitation for all HREM studies is that the area of grain boundary probed is very
small. For example, the area imaged in Fig. 2 is approximately 6 nm thick and 5 nm long.
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Figure 4: A high resolution image of the (310) twin in Nh s viewed along [ 130). A simulated image
based on the MGPT structure is shown as an insert. with the positions of the atomic columns
indicated by black crosses. The boundary runs horizontallv between the arrows. The hotom inaee
is a yluncing angle. perspective view of the sume image 1o emphasize that the (200) lattice fringes
run straight acrers the boundary without any displacements due to relative shifts of the crvitaly.

This sampling cannot rule out the possibility of grain - boundary structural multiplicity.
Butthe extensive facetting to the (310) plane at the diffusion bonding process temperature
of 1500C indicates that the observed structure is of a relatively low energy compared to
boundaries with small deviations in tilt angle from the exact 35 (310) geometry. Tiw
facetting also suggests that the two high resolutionimages shown, although not from the
same sampie, came from boundaries having the same structure.

CONCLUSIONS

The success of the MGPT in predicting tl. 2tomic structure of the (310) twin in Nb s
due to the incorporation of multibody interactions in the model. Partal filling of the d -
bands in Nb imparts a directionality to the bonding, suggesting that these bond - angle
effects may also be important for other central transition metals. The similar results
obtained by the EAM and FS potentials indicate that their failure results from an
inadequacy of pair - functional methods rather than from possible problems associated
withthe practicalimplementation of these potentials. These results indicate that muitibody
interaction models, suchas the MGPT, which incorporate angular dependent interactions
are required to predict defect structures in Nb and probably the other central transition
metals as well.
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QUANTITATIVE HIGH-RESOLUTION ELECTRON MICROSCOPY OF GRAIN
BOUNDARIES IN 0-A10;3
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ABSTRACT

Detatled structural charactertzation of @ near £11 gram boundary in ultra-pure a ALO Iy
crystals was performed by mcans of high-resofution transmission clectron microscopy
HIRTEM). High-resolution imaging revealed a characteriste peniodic pattern slong the grain
houndary. In addinon ts HRTEM studies, atomistic simulations based on an ions: mdel were
used o caleutate three-dimensional structure models that were compared wath the experimen
tally obtained tmages of the grain boundary. The comparison hetween the simulated and expe
rimental HRTEM images showed good agreement for the theoretically proposed grasne
houndary structure with the lowest grain boundary energy of 18 Jm e

ail

INTRODUCTION

The atomistic structure and distribution of internal defects such as grain boundaries are
known to strongly influence the macroscopic properties of polycrystalline ceramic mateniais
1151 In order 10 control relevant matenal nroperties it is therefore important to characterize
grain boundaries and to investigate how processing conditions can change their structures uand
consequently grain-boundary properties.  However, commercially available polycrystalhine
materials with stanstically distributed grain orientations and equiaxed. rounded grains are
difficult 1o investigate using high-resolution transmisston electron microscopy (HRTEM:
owing 1o overlapping matrix grains and tilted grain boundaries.

In view of these difficulties and in order to study the atomistic structure of a grain
boundary, a well defined interface in an ultra-pure a-A12O3 bicrystal way investigeted by
HRTEM. The grain boundary discussed_in this paper is a near £11 grain boundary in which
the two crystal halves terminate with (0111) and (0111) planes and which has a ult of 35.2
degrees about the [2110]-uxis. We chose ultra-pure bicrystals because impurities will
segregate to the boundary and complicate the determination of the atomistic interface structure.

These experimental investigations were correlated with theoretical studies on the grain-
boundary structure. Such a compurison enables us to unambiguously define the three-dimen-
sional environment of the atoms in the boundary, which is a prerequisite for further calcula-
tions on defect and impurity segregation and on the electronic structure of the grain boundary.

EXPERIMENTAL

ANOH)3 powder was calcined using a CO; laser heat source until complete transformation
into a-Alp0O3 was confirmed by x-ray powder diffraction. Pellets were isopressed and fired
using the laser-heating system. Growth and zone refinement (x2) of the teed rods were
performed in an Ar-atmosphere.  After single crystal growth, two sced-crystals were cut in
defined directions and put together to form the bicrystal seed. The bicrystals were grown in an
Ar-atmosphere using the seed composed of two times zone passed feed rods. Chemical ana-
lysis showed a towl impurity content of less then 59 ppm [6]. TEM foils were prepared in the
usual way with an edge-on cross section of the grain boundary. i.e. the {2110]-direction of
cach crystal was parallel to the foil normal.

Mat. Res. Soc. Symp. Proc. Vol. 295. © 1993 Materials Research Sociely
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HRTEM was performed using a JEOL 4000EX microscope operating at 400 kV accelera-
tion voltage with a point-to-point resolution of 0.17nm. In addition, electon-diffraction and
Kikuchi patterns were analysed to varify bicrystal misorientation and parallel alignment of the
[2110}-zone axes.

The atomistic lattice simulations were performed using the MIDAS program (7] 10
calculate the grain-boundary and adhesion energy. HRTEM-image simulations were
calculated using the EMS-package [8]. The IMSL/IDL program was used for comparing
experimentally obtained and subsequently digitized images with the simulated images of theo-
retically suggested structure models. Noise reduction in the micrographs was achieved with a
program for adaptive fourier filtering of internal interfaces [9].

RESULTS AND DISCUSSION

The near £ 11 (the £ value referred to in this paper is a planar coincidence ratio Zp, [10})
grain boundary investigated shows the expected tilt misorientation about the [2110]-direction
as shown in the electron diffraction pautern - Fig. 2. The corresponding tilt angle was
determined to be 35.2 + 0.2 degrees. However, analysis of Kikuchi patterns taken from thicker
regions of the bicrystal revealed a stight misorientation of the [2110]-axes of the two crystals
on either side of the boundary. The Kikuchi patterns are rotated with respect to each other and
additionally shifted.

After compensating for the intrinsic rotation owing to the tilt character of the grain boun-
dary, the distance between equivalent points in both patterns was analysed. This distance cor-
responds to a tilt misalignment of both {2110]-axes of less than 0.7 degree. The trace of the
i-=ction of this tilt projected paraliel o the electron beam was determined to be 80 degrees
inclined with respect to the normal of the common boundary plane of both crystals. As shown
in Fig. 1 the grain boundary appeared to be atomically flat with adjoining planes (0111) and
(0111}, Very few facets of the (0111) // (0114) type were observed. each having a step height
of about a nanometer.

Figure 1: The near ¥ 11 grain boundary in the a-AlyO3 bicrystal
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It is important to now that TEM foils were prepared from wo bicrystals grown with
slightly different seed preorientation. Despite these minor deviations in stasting orientations,
the grain-boundary structure was found to be ideatical in both samples. The appearance of an
identical grain-boundary structure in two bicrystals, grown under slightly different preonenta-
tions of the crystal seeds, seemingly suggests that the observed interface is of low energy con-
figuration. This experimental observation is supported by theoretical arguments discussed
later. The observed interface «iructure shows a periodicity of 1.363nm. This distance cor-
responds with the diagonal of the o-A1203 elementary cell projected along the {2110} -
direction. HRTEM-images of the edge-on interface could be obtained using the Fresnel fringe
technique (symmetric Frensel fringes at strong underfocus conditions) to align the specimen in
the microscope.

The HRTEM images do not reveal the atomistic structure of the grain boundary directly.
The atomistic structure of the interface is obtained by comparing a simulated HRTEM image
of a model structure with the experimental HRTEM image. The model structure is then
maodified by various criteria until the simulated and observed images match.

The atomistic interface structure of the grain boundary was generated by constructing
two separate crystal slabs with surfaces terminating with (0111)- and (0111)-planes and
putting them together. These two planes are not mirror relatet in the a-Al203 stiucture,
because the stacking sequence of the aluminium atoms along e [0001])-direction has no
mirror plane. Consequently, the stacking sequences of the atomic planes perpendicular o the
(0111)- and the (0111)-planes are different and are: OAIOAIO and AIOOQAL, respectively.
The two slabs comprising the bicrystal can each terminate in different planes which have
different compositions and atomistic environments. For example, at the (0111) surface, there
are five possible terminations: three different oxygen terminations and two different
aluminium terminations. The combination of the two slabs to form the bicrystal leads to 25
possible boundary combinations. As unreconstructed pure houndaries which have dipolar
stacking sequences perpendicular to the interface plane are unstabic. the number of these
boundary combinations that needs to be considered are greatly reduced. In fact. only one of
these boundary structures is non-dipolar. This model structure was refined uniil the agreement
between the simulated image and the observed image of the grain boundary was maximised.
This was achieved by using atomistic lattice simulation. In this approach, a potential is used to
calculate the energy and forces acting on the atoms. The potential used is based on the Born
Mode! [11] of solids and includes a long-range-attractive-Coulombic interaction and a shorn-
range-repuisive imeraction. lon polarisability is also inctuded via the Shell Model {12]. The
grain-boundary-core structure was then embedded between two pure crystals terminating with
(0111)- and (0711)-planes and the atoms within the grain-boundary core were relaxed until

Figure 2: Three different starting structures resulting in different relaxed configurations
(farger balls indicate oxygen atoms, smaller balls are aluminium atoms)
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there were no net forces acting on them (mechanical equilibrium). The crystal blocks were
also allowed to rigidly translate perpendicular and parallel to the boundary and the size of the
grain boundary core was increased so that the grain boundary energy had converged. This
approach is encoded in the MIDAS computer program [7]. It was found that different relaxed
configurations of the grain boundary could be obtained by using starting configurations which
differed in the relative displacements of the two crystal blocks. For comparison, the structures
of three relaxed boundaries are given in Figure 2 and their energies and excess volumes are
given in Table 1. The boundary with the lowest energy of 1.8 Jm"2 (see boundary C in Figure
1), has the highest density of atoms in the boundary (smallest excess volume). The structure of
the present boundary is such that the repulsive short range and Coulombic interactions have
been minimised, and the atiractive Coulombic interactions maximised.

structure relaxed energy adhesion energy
(Jm2) (Jm2)

A 19 15
25 -4.0

C 1.8 -47

Table 1. Grain-boundary and adhesion energy of the 3 structures depicted in Figure 2

In order to analyse the complicated interface structures, image simulations of the bulk ma-
terial must first be matched with experimentally imaged regions of the bulk material. This was
done automatically by comparing experimental images of the bulk region with the simulated
HRTEM images of structure C using image processing routines. Digitized images of both the
bulk region and the interface were Fourier filtered using a program for noise reduction in ima-
ges of internal interfaces. Losses due to Fourier filiering were exciuded by calculating the dif-
ference picture of the filtered and unfiltered micrograph and by analysing it with respect to
changes of the image of the interface as an effect of the filtering procedure. The relative
translation of the two crystals forming the grain boundary was determined by measuring the
angles between corresponding points. To get the accuracy of relative rigid-body transiation
the two crystal halves were shifted with respect 10 each other in the computer paralle! and
perpendicular to the grain boundary. The simulated HRTEM images of the shifted structure C
indicate that the translational deviation paralle] and perpendicular to the interface is
reproduced to better then 0.02nm.

The atomistic simulations described previously provide calculated atomistic grain-boun-
dary structures. These models have the shape of supercells containing the grain boundary and
are periodic in two directions paraliel to the interface. For each of the theoretically calculated
mode! structures the resulting HRTEM image was simulated using optimum thickness and
defocus values. The comparison of the experimental and the caiculated image was done by
subtracting the intensity-normalised experimental image and the shift-optimised and intensity-
normalised simulated image (compare Fig. 4). The sum of the pixel intensities was used as a
measure of similarity. The simulated image that showed best fit with the experimentally ob-
tained micrograph is depicted in Fig. 3 (boundary C). As outlined by the kites, all white spots
that are observed in the experimental image are reproduced in the simulated image. Some
minor features of the HRTEM image - especially the interconnections between white spots -
are not reproduced by the simulated image of structure C. To see if these features were intro-
duced by relaxations of the atoms in the boundary when setting up structure C, the simulated
image of the unrelaxed structure of C was generated. The simulated images are compared in
Fig. 4 (iand ii ) and it can be seen that the relaxation is not the source of the minor differences
between theory and experiment.
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Figure 3: Fourier filtered experimental images of the near £ 11 grain boundary in an a-
Al03 bicrystal, inset: simulated image resulting from structure C in Fig. 2 at
Scherzer defocus (50nm), specimen thickness = 40 A
- - - ¥ Sm
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Figure 4: Comparison of
experimentally observed
(upper row) and simulated
HRTEM images (middle
row) by calculating the
difference picture (lower
row); the numbers in the
lower right corner of the
difference pictures indicate
the sum of the pixel inten-
sities contained in the pic-
ture, i.e. a lower number
indicates a better agree-
ment than a high number:
column (i): relaxed
structure C; column (i)
structure C before relaxa-
tion; column (iii): unre-
laxed structure tilted in the
way described in the text
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As mentioned above, Kikuchi patterns recorded on both sides of the boundary revealed a
slight misorientation of the two crystals of 0.7 degree. To analyse whether the effect of such a
misalignment of the 2one axes on the image contrast is important, a supercell containing the o-
AlO5 interface was multiplied by 8 in the z-direction. This huge cell was cut along the inter-
face and afterwards symmetrically tilted about 0.7 degree (0.35 degree each side) in 80 degree
trace inclination to the grain-boundary normal. The contents of the wedge arising from this
procedure was not altered, i.e. it consists of vacuum. New slices perpendicular to the former z-
axis were cut and fed into the multislice program yielding the exit-face wave function of the
tilted structure. The resulting images of the untilted and the tilted mode! are depicted in Fig. 4.
The only minor effect of tilting on the image contrast is mainly due to the thinness of the in-
vestigated specimen of ~ Snm. The importance of this part of the study is, that the degree of
similarity measured in the above mentioned manner slightly increased (3%) with respect to the
unrelaxed, untilted model. This means that the explanation of the minor deviations is pre-
sumable based on this small misalignment in tilt. At present, it is not possible to incorporate
the tilt into the atomistic lattice simulation of model C because the necessary supercell is too
large for the available computer resources.

SUMMARY

The application of HRTEM 10 - Al203 bicrystals in conjunction with atomistic calculations of
the corresponding grain-boundary structure is described. A near X 11 35.291ili grain boundary
with the (0111) // (0111) interface was studied. Good agreement between experimentally ob-
served and theoretically calculated HRTEM images was obtained for the most stable structure
(grain boundary energy of 1.8 Jm-2) that was considered. Rigid-body translations parallel and
perpendicular to the interface were reproduced to better than 0.02nm.
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COMPARISONS OF OBSERVED AND SIMULATED ATOMIC STRUCTURES
OF Pd/NiO HETEROPHASE INTERFACES

M. 1. BUCKETT, J. P. SHAFFER, AND KARL L. MERKLE
Materials Science Division, Argonne National Laboratory, Argonne, IL 60439

ABSTRACT

High-resolution electron microscopy (HREM) and image simulations using the multislice
algorithm have been used to study the atomic structure of a Pd/NiO (111) interface in an intemally
oxidized sample. Samples prepared in this way result in cube-on-cube oriented or twin-related
precipitates whose (111) interfaces exhibit a contrast modulation along the boundary plane in
HREM images. Previous studies have reported that the observed structural period of this
modulation corresponds gualitatively to the expected spacing if the boundary was composed of a
network of misfit dislocations. In this study, rigid models of the (111) interface as viewed from
the [110] direction were simulated using the EMS suite of programs. The questions we address
are: (1) whether the terminating plane on the oxide side is made up of a Ni or an O layer, and (2)
whether a rigid body translation normal 1o the interface exists. Finally, the results of the
simulations are compared and contrasted to through-focal experimental images to investigate the
origin of the contrast modulations and their possible relation to the extent of the misfit localization
in these systems.

INTRODUCTION

Metal/ceramic interfaces are playing an increasingly important role in the development of high
performance materials for new and existing technologies. Despite the wide range of interest, very
little is presently known about the atomic structure and interactions which fundamentally control
the interfacial properties of these systems. Recent high resolution electron microscopy studies of
simple fcc metal/metal-oxides have provided some insight into the question of atomic structure of
heterophase interfaces {1-4]. These types of boundaries are readily prepared for HREM by intemal
oxidation of an alloy with very low (< a few atomic percent) solute concentration. When annealed
in an appropriate partial pressure of oxygen, precipitation of the solute-oxide phase occurs such
that the low energy interfaces make up the precipitate faces. A low-index cube-on-cube or twin
orientation relation generally develops between the precipitate and matrix, thus making HREM
studies feasible. Metal/metal-oxide interfaces which have been prepared in this way and studied
by HREM include Pd/NiOQ {1}, Cu/NiO {i], Ag/CdO {21, Pd/MgO 31, Cu/MgO {3]. Cu/Al, 0 (3}
and Nb/Al, 0, {5}. Other than in our own studies [6}, HREM image simulations of fcc metal/inetal-
oxide systems have been performed only for Ag/CdO and Cu/MgO. For the Ag/CdO case, it was
concluded that the (111) interface was incoherent. For the Cu/MgO case, it was concluded that
the (111) interface was partially coherent, being made up of a network of misfit dislocations.
Both studies, however, provided only limited qualitative comparison of experimental to simulated
itnages to support their conclusions.

The objective of the present study is to provide detailed comparisons of experimental to
simulated HREM images of the (111) cube-on-cube interface in PA/NiO viewed along the [110]
beam direction in order to evaluate the local atomic arrangements as well as the local defect
structure, specifically addressing the question of coherence across the interface. The questions of
whether the boundary plane on the oxide side is terminated with an oxygen or a nickel layer and
whether a rigid body translation exists normal to the boundary (volume expansion) are addressed.
HREM simulations for a number of cases were performed: (1) rigid mode! with an oxygen plane
as the terminating layer on the oxide side and no expansion normal to the interface; (2) rigid model
with a nickel plane as the terminating layer on the oxide side and no expansion normal to the
interface; (3) rigid models with an oxygen termination layer on the oxide side and with 0%, 5%,
and 10% expansions of the (111) plane spacing at the interface. For comparison, simulations of
rigid models (oxygen terminated, no relaxations) of the higher misfit Cu/NiO and Cu/MgO (1t 1)
interfaces were also performed.

EXPERIMENTAL

A PA-0.03Ni (at%) alloy was heat-treated in air at 1273 K for 3 hr to produce NiO pre-
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cipitates sufficiently large for HREM investigation. Additionally, the samples were equilibrated in
an Ar -0.02% O, atmosphere for 17 - 24 hr and slow-cooled to room temperature to minimize the
residual strains. HREM was performed on a JEM4000EX microscope operating at 400 keV.

Image simulations were performed using the multislice routines in the EMS suite of programs
7. A diagram illustrating the periodic supercell used for the simulations is shown in Fig.
I(a),with the dimensions of the supercell being given in Table I. The superceli was built up by
stacking 28 (220) planes on the NiO side and 30 (220} planes on the Pd side. A total of 12,456
atoms were included in the simulation. The parameter dx represents the width separating the two
halves of the supercell. To produce simulations which include volume expansion, this width was
varied by some fractional amount. It was also determined that by allowing a vacuum fraction
equal to one quarter of the total supercell length normal to the interface plane, the problem of
aliasing was sufficiently avoided. Instrumental parameters were as follows: C, = 1.0 mm, nns
focal spread = 8 nm, semi-convergence angle = 0.5 mR, and objective aperature radius = 6 nm-!.
Debye-Waller factors of 0.005 nm for oxygen and 0.003 nm for both Ni and Pd were used. No
absorption corrections were included.

(a) (b)

Fig.1 a) Supercell used for the multislice calculations. b) Graphic representation of the
projected atom positions at the Pd/NiQ interface. Large circles = Pd; small circles = Ni; squares =
O. Shaded regions show where projected planes are in minimum (light) and maximum (dark)
coincidence. x = dimension perpendicular to interface; y = dimension parallel to interface.

The problem of sufficient sampling was considered in detail. A comparison of the sampling
parameters used in the present study to those for the previous work on Ag/ CdO and Cu/MgQ is
shown in Table I. In each case it was found that to faithfully reproduce the contrast effects in the
boundary, sampling resolution of at least 0.1 A was necessary. To obtain quantitative information
on the volume expansion, an even finer sampling resolution would be desirable. To achieve these
values, the EMS routines were modified to allow a maximum array size of 2048 x 1024.

TABLE |
System  Supercell Dimensions (A) Armay Size Real Space Sampling (A)
x y x y

PANIO 7756  71.60 1024 x 1024 0.08 0.07
CuNiO 7137 3007 1024 x 1024 0.07 0.03
CuMgO 7194 3095 1024 x 512 0.07 0.06
CuMgOp]  64.0 15.5 512 x 128 0.12/0.19 0.12/0.18
AgICdO12) 4674  40.25 512x 512 0.14 0.12

RESULTS AND DISCUSSION

The (111) interface on the oxide side is composed of altemating O2' and Ni2+ planes. The
question of whether multislice simulations could determine the identity of the terminating plane at
the interface was explored by simulating both types of structures as outlined in the previous
section. For the oxygen termination, the interatomic distance between the Pd and O atoms in PdO
(0.201 nm) was used to calculate dx (0.108 nm). For the nickel termination, an average lattice
parameter for the Pd-Ni alloy was used to calculate dx (0.214 nm). Typical results from the
simulations are shown in Figure 2. In each of the through-focal (-10 nm to -140 nm ) and
through-thickness ( 4.1 nm, 5.9 nm, 7.4 nm, and 8.3 nm ) conditions, a clear distinction between
the O-terminated and Ni-terminated interface could be determined. A characteristic feature of the
O-terminated structure is the periodic contrast modulation along the boundary. Using the NiO
(112) projected plane spacings as a guide (0.256 nm), the periodicity is seen to be broken up into
regions approximately 9 spacings and 5 spacings in length. The result is a strong periodic

————— . A g a5 A, R SO T AT

Ay s L P 0

R ra—



111

contrast modulation along the interface, which is consistent with the experimental observations.
The Ni-terminated structure gave rise to either a very weak modulation or no modulation in
contrast along the interface. Using quantitative measurement techniques as outlined in reference
[8], we found that the O-terminated structure perpendicular to the interface also gave a statistically
betrer match to the through-focal experimental images than the Ni-teiminated structure. A more
detailed description (f this comparison is given in the next section.
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Fig. 2 Comparisons of O-terminated (left) to Ni-terminated (right) Pd/NiQ [LIO}/(11 1} inrarfare
simulations. Thickness = 8.3 nm. 2)-12 nm ; b) <64 nm. NiQ is above interface. Pd is below.

The presence of a rigid body translation normal to the boundary (volume expansion) was
expiored by incorporating 5% and {0% expansions in the dx value of the O-terminated structure
described previously. An example comparison of the experimental observation to the 0% and
10% cases is shown in Figure 3. The volume expansion in each case was determined by using a
linear least-squares fit to the centers of gravity of a set of peak positions (‘white dot’) or valley
positions (‘black dot”) on both sides of the boundary. This procedure was repeated for multiple
images within the through-focal series. For the example in Fig. 3 (thickness = 8.3 nm), a
volume expansion of 0.001 + 0.007 nm was derived for the experimental images. It should be
noted that the measurement technique could easily distinguish statistical differences between the
0%. 5%, and 10% simulations. These results indicate that essentially zero volume expansion is
associated with this interface when account is taken of the statistical errors of the measurement
itself coupled with the sampling resolution of the simulations. It also illustrates the importance
of sampling to better than 0.1 A for interfacial simulations.
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(a) (b)
Fig. 3 (a) Experimental image with 0% volume expansion simulation inset.
(b) Comparison of the 0% simulation to the 10% simulation.

Based simply on geometric considerations (9], pure misfit boundaries such as the (111)
interface in the fcc metal/metal-oxides are predicted to form a network of misfit dislocations with
Burgers vectors of the type b = a/2[110] and line vectors along <112> directions. This is
illustrated in Fig. 4 for a hexagonal type of network. For two lattices of spacings a, and a,, the
network spacing (D} is given by D = Ibl/\d}, where 3 =(a, - a;)a;). In the PA/NiO system, D is
approximately 4 nm.
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iR~ IR]
Fig. 4 Misfit dislocation model based on geometric considerations.

Although HREM and weak-beamn dark-field microscopy are standard techniques used for the

general study of misfit dislocation networks, there are inherent difficulties associated with both in
imaging of the (111) interface of pure misfit fcc metal/metal-oxide systems. Even though weak-
beam dark-field imaging will not be addressed in this paper, it should be noted that there are
complications in interpretation which arise when the dislocation spacing is of the same order as
possible moire fringe spacings [10). Also, the dislocation network spacings in many of these high
misfit systems are below the resolution limit of the technique. The difficulties in the HREM case
arise because the atomic positions in the defect structure are not always projected along atomic
columns parallel to the beam when viewed along [110] (the ‘structure image’ direction). This can
be clearly seen in Fig. 4. In region R, two sets of misfit dislocations (b = a/2[011] and a/2[101})
are present which are inclined to the beam by 30°. Atomic columns are significantly disrupted
perpendicular to the beam. In the region marked W, the misfit dislocations (b = a/2[110)) are
parallel (or anti-parallel) to the beam and atomic columns are disrupted only along the beam
direction. If the misfit is highly localized, atomic column resolution should be relatively
unaffected in region W, but quite complex within the region R. At the other extreme. if the
interface is completely incoherent, then the contrast along the boundary would again vary due to
the relative positioning of the atoms. Now, however, the variation would be completely
delocalized along the entire period since only 2 out of 28 projected (111) planes are in alignment
as they cross the interface (See Fig. 1(b)). Consequently, a strict periodicity of length 3.58 nm
should result for this case.

A typical HREM micrograph of the [110}/(111) Pd/NiO interface is shown in Fig. 5. One
characteristic feature is the 9-plane/5-plane periodic contrast modulation along the boundary. A
number of experimental images we have analyzed show this feature - which agrees quite well with
the simulations. Therefore, qualitatively, the rigid model image simulations alone can predict
contrast modulations of this type. Similar types of contrast modulations were also reproduced in
simulations for Cu/NiO (a 4-plane/2-plane modulation of the projected NiQO(112) spacings along
the boundary) and for Cu/MgO (also a 4-plane/2-plane modulation of MgO). This is in agreement
with the experimental observations of Lu and Cosandey [3] but in contrast to their simulations
(where half the true period along the interface was investigated) and apparently no contrast
modulations were visible until relaxations were put into the structure.

A more detailed comparison was made of the contrast modulations by evaluating an experi-
mental versus simulated through-focal series, as shown in Fig. 6. A series of five images was
analyzed, although only three are shown. Diagonal arrows on the images locate equivalent
positions. The thickness of this sample was determined to be approximately 8.3 nm. First, it can
be seen that the atomic column contrast is strongly affected in the vicinity of the interface. Strain
contrast is clearly observed on the Pd side of the interface (which is perhaps more evident in Fig.
5). Closer inspections of the 9/5 periodicity reveal that it is not strictly adhered to in the
experimental images. The features along the interface in the experimental images is also more
localized in comparison, with regions of confusion separated by regions where features are sharp
and well-defined, as would be expected from the misfit dislocation model outlined in the previous
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section. In addition, centain contrast features which are continuous in the simulations appear to be
broken up in the experimental images ( see, e.g., Fig. 6(c) ). These observations indicate that a
cemain degree of misfit localization must exist, and thus we conclude that the interface cannot be
incoherent.

E

Fig. 5 (Left) Contrast modulations showing the 9/5 grouping. (Right} Same image digitally
compressed. Diagonal arrows mark an entire period. Note strain contrast features and bending
of the lattice planes on the Pd side.

CONCLUSIONS

Detailed comparisions of experimental observations and image simulations of the Pd/NiO
(111) interface have been performed. In contrast to eariier work, the rigid model atomic structure
simulations could account for the periodic contrast modulations along the interface, making the
observation of this type of interface contrast an insufficient criterion for determining whether it is
incoherent or not. The observation of strain contrast as well as subtle differences in the images in
addition to the contrast modulations lead us to conclude that the interface is partially coherent.
This work also shows that aithough rigid model simulations can lead to some important insights
into the nature of heterophase interfaces, they fail to give quantitative information on the extent of
the misfit localization. This area must still be developed - most logically beginning with atomistic
calculations of relaxed interfaces. The metal/metal-oxide systems await the development of
appropriate atomic potentials. Calculations of relaxed interfaces between di: similar metals (where
the potentials are known) have already been applied successfully {11), revealing extremely subtle,
but quantifiable, effects due to misfit localization.

The authors wish to thank D. Ricker and A. Huen for their assistance. This work was funded
by the U. S. Department of Energy, Basic Energy Sciences under contract W-31-109-ENG-38.
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ABSTRACT

The atomic structure of a pristine {undoped) boundary in strontium titanate has been
investigated using transmussion electron microscopy techniques. Results of electron diffraction
studies indicate a pure tilt boundary with a common {001} ult axis. and a tlt angle of 36.8",
which corresponds to a 2 = 5 grain boundary in the Coincidence Site Lattice (CSL) notation.
High Resolution Transmission Electron Microscopy (HRTEM) indicates a symmetric tilt grain
boundary with a {130) type grain boundary plane. No cation non-stoichiometry or impurity
segregants could be detected at the interface, within the limits of the Energy Dispersive X-ray
microanalysis technique used. The grain boundary has a compact core, with pegligible plane-
normal rigid body translaton (RBT).” An in-plane RBT of (1/2)dy 3 (=~ 0.62 A%) was identfied
from the high resolution electron micrographs. An empirical model of the relaxed atonuc
structure of the grain boundary is proposed.

INTRODUCTION

It is important to understand the structure-property relationships tor grain boundanes in
materials to be able to tailor grain boundaries to specitic needs. The first step towards
correlating the grain boundary structure to properties is to deterimine the detailed atomic
structure of the boundary. Considerable work has been done on the determination of the
atomic structure of grain boundaries in metals {1]. However, there is a paucity of simular
studies in oxides. The atomic structure of grain boundaries in oxides is expected to be
different from metals due to complications that arise due to ionicity. presence of electrostatic
potential at the boundary and associated space charge in the vicinity of the interface. Due to the
processing conditions, quite often there is the presence of a glassy phase at the boundary |2},
which makes analysis of the grain boundary structure difficult. Grain boundaries in many
binary oxides. notably NiO {3]. MgO [4] and Al;03 [5] have been studied in detml. For
example, Merkle et. al. have shown that for tilt boundaries in NiQ. the free volume at the
interface core is much less than predicted by lattice static calculations {6]. They also tound that
the atomic density at the interface was lower due to the introduction of vacancies, but that there
was not much lattice expansion associated with the interface. Similarly, studies of low energy
interfaces in directionally solidified eutectic oxide systeins including NiO-ZrO; and NiO-Y 70,
have also shown that there is negligible lattice expansion adjacent to the interfaces, and that the
interface cores are compact [7]. There is a scarcity of similar studies in ternary oxides. In this
contribution,we present our TEM investigation of the atomic structure of a symmetnical ult
grain boundary in SrTiO3.

Strontium ttanate is an important electroceramic material which, under appropriate
processing and dopant adcittons exhibits both varistor and Grain Boundary Layer Capucitor
(GBL.C) behavior {8-11}. The presence of electrically active grain boundaries is essential for
these properties to be observed. We have employed bicrystals of Swontium Titanate for this
study. The atomic structure of a pure undoped (“pristine”) grain boundary has been
investigated using a variety of transmission electron microscapy techniques. This provides the
basic reference structure, changes to which can be studied as a function of doping and/or
processing parameters, and correlated to electrical and dielectric properties.
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EXPERIMENTAL PROCEDURE

3mum dises were ultrasomcally drilled out of a bicrystal of StTiOw TEM samiples were
made trom these dises by the conventional samiple preparation route - mechanical thinning
100 pm, dimpling to less than 10 um. and ion beam thinning at hiquid nirogen temperature to
perforation. HRTEM was performed using a Hitachi H-9000 300 kV dedicated high resolution
electron microscope. Microanalysis was performed using a Hitachi HF-2000, a 200 kV cold
field emission TEM equipped with a Link ultra-thin window Energy Dispersive Spectroscopy
(EDS) detector. The sample was cooled down 1o liquid nitrogen temperature while performing
the microanalysis to reduce contamination. Multshice caleulations to simulate high resotution
images were pertormed using NUMIS [12] on an Hewlett Packard (HP-700) workstation.

RESULTS AND DISCUSSION

Selected area electron diffraction pattern (SAED) analysis showed the bierystal to be of
a pure tlttype, with a common [001] tftaxis and a titangle of 36.X7. This corresponds o a ¥
= 5 grain houndary in the CSL notation. Figure 1 shows a schematic of the misorientation
hetween the grains and the SAED pattem obrained from the bicrystal.

Fig. I: Schematic representation of the misorientation between
the grains and SAED pattern from a ¥=5 boundary in SrTiOx

Figure 2 is an HRTEM of a typical grain boundary region in the sample. As can be
seen from the figure, the boundary is relatively flat over farge distances, with occasional steps
tindicated by arrows). In between the steps. the boundary is straight and has a compact core
with a periodic repeating structural unit. One such region is indicated by a box, and 15 shown
at higher magnification in Figure 3. There are no glassy phases present at the houndary. From
the arrangement of the lattice fringes. 1t can be seen that this is & svmmetrical tlt boundary
The gram boundary plane can he determined o be of (130) type

Betore determining the atonuce arrangement of the interface. it wias necessary to
detertmine whether there were any chemical inhomogeneities at the interface. The composition
profile across the grain houndary was determined at high spatial resolution (< 5 nm) by EDS
using a fine probe (= 2 wm J. The probe was positioned in steps of 5 nm across the interface.
The integrated intensities under the Tige and the Sri, peaks were calculated and Figare 4 shows
the Ti:Sr peak intensity ratio as a function of distance across the interface. The vertical bars on
each data point indicate the error due to experimental limitations like counting statistics. As 1
clear from Figure 4, there does not seem to be any appreciable cation non-stowhiometry at this
pristine boundary. within the limits of this experimental techmgue. Also. there s no indication
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Fig. 2: A representative high resolution micrograph of the =5
boundary in SrTi03. Arrows indicate steps along the intertace

Fig. 3: A higher magnification view of the boxed region in Figure Y The interface
is devaid of any second phase. and is composed of repeating structaral units




of any impurity segregation to the boundary. Hence the atomic structure of the boundary can
be expected to be representanve of a pristine undoped boundary.
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Fig. 4: Ratio of the Tikg to St x-ray peak intensity as
a function of distance across the boundary

By analyzing the high resolution micrographs, an in-plane RBT of (1/2)djzg was
identified. 1t should be noted that this is just the projected in-plane RBT perpendicular to the
beam direction, and the component of the in-plane RBT parallel to the electron beam cannot he
determined in this geometry. No appreciable plane-normal RBT tattice expansion) could be
observed. Based on these observanons, an empincal model has been proposed. and i< shown
in Figure 5 (the stzes of the jons are not drawit to scade). This madei mcorporates the RBT
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determined from the HRTEM images. lons of Sr, Ti and O were removed in stoichiometric
ameounts (to ensure no residual charges at the boundary) to reduce the crowding at the interface,
using crystal chemistry principles. The unit cells of both the grains (drawn as small squares)
as well as the repeat unit of the boundary (drawn as the large rectangle) are shown in the
figure. The in-plane RBT incorporated into the model is shown as an offset of the solid line at
the interface.

Multislice caleulations were performed to simulate high resolution micrographs using
the empirical modet tor different thicknesses and defocus conditions, and a reasonable
agreement was found between the experimental and simulated images for a thickness of about
100 A°. One such comparison between the experimental image and the simulated image is
shown in Figure 6. The arrowheads point to similar features in the two images. There ure
subtle, yetimpc ant differences between the two images, and this is probably due to the fact

Fig. 6: Comparison between the experimental (left) and simulated (right) images.
The arrows point to equivalent features in the two images.

that local individual atomic relaxations have not been incorporated into the model. Currently,
these atomic relaxations are being incorporated using crystal chemisty principles 1o obtain a
better fit between the simulated and experimental images. Theoretical calculations using static
lattice energy minimization schemes will also be performed to determine the relaxed atomic
structure of this boundary. We expect that this will provide more information regarding the
detailed atomic arrangement at the boundary.

CONCLUSIONS

The atomic structure of 2 = § (130} symmetrical tilt boundary in SrTiO3 has been
investigated for the first time using TEM. No appreciable changes in cation stoichiometry
could be observed within the limits of X-ray microanalysis using EDS. HRTEM image
analysis indicates a compact boundary core, with an in-plang RBT of (1/2)d1 30, and negligible
plane-normal RBT. An empirical model of the atomic arrangement at the interface has been
proposed which fits reasonably well with the experimental observations. Subtle, yet important
differences between the simulated and experimental images are believed to be due to local
individual atomic relaxation, which was not included in the model. Work is currently
underway to incorporate these relaxations, and also to calculate the relaxed atomic structure of
this interface using theoretical lattice static calculations.
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ABSTRACT

We report on an investigation into the interfacial structure of undoped GalnAs/GalnAsP
multiple quantum wells grown by metalorganic chemical vapour deposition (MOCVD), which
exhibit a pronounced blue shift in luminescence output upon in-situ thermal annealing at 750°C.
Using a recently developed composition mapping technique based on the scanning transmission
electron microscope (STEM) in conjunction with energy dispersive X-ray (EDX) analysis, the
constituent element concentration profiles across the interdiffused muhilaver interfaces are
measured with a spatial resolution of less than 2nm and a precision of better than 2-3%. The
accuracy of the analysis is significantly improved by employing stoichiometric normalisation
factors which compensate for systematic errors due to electron channelling The results
showed that the interdiffusion follows a highly non-linear path due to the relatively fast
diffusion of the group V species compared to that of the group IIl species. This implies an
increase in the coherency strain in the multilayer, a result which is supported by five-crystal X-
ray diffraction analysis of the layers. The samples have also been examined by high resolution
electron microscopy (HREM) under chemically sensitive imaging conditions. The analysis of
the interfacial chemical profile using HREM must be performed under analysis conditions for
which a known and unique relationship between image contrast and composition occurs. This
condition may not be satisfied in cases in which more than two chemical constituents
interdiffuse and the diffusivities of these elements are not equal, as a range of similar lattice
fringe motifs across the interface, representing different "diffusion paths”, could occur. The
complementary nature of information provided by HREM and STEM provides a means of
resolving this ambiguity.

INTRODUCTION

The ability to independently vary the bandgap, lattice parameter and individual layer
thickness of multiple quantum wells (MQW) is important, because it enables one to optimise
the performance of devices reliant on the physics of low dimensional structures.
GalnAs/GalnAsP is an attractive materials combination for use in the fabrication of mid-
infrared optical devices, because of the inherent flexibility of quaternary alloys with regard
varying the aforementioned parameters, due to the increased number of compositional degrees
of freedom compared to ternary or binary alloys.

The compositional abruptness of the interfaces between the well and barrier layers, and the
thermal stability of those interfaces during multistage epitaxial growth, are important factors in
the production of devices such as integrated MQW lasers and optical modulators,
Photoluminescence (PL) and High Resolution Electron Microscopy (HREM) have been
important tools in the analysis of the structure of semiconductor MQWs because of their high
sensitivity to the presence of interfacial imperfections. However, difficulties arise in the
interpretation of the raw data from these techniques, which are more severe for structures
employing GalnAsP barriers than for those using InP layers for confinement. We have
previously shown (1) that the luminescence wavelength of GalnAs/GalnAsP MQWs may be
shifted by thermal annealing at temperatures as low as 650°C, and furthermore, that the
direction in which this shift occurs is sensitive 1o the relative amounts of group 11 or group V
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interdiffusion.  As a resuit, photoluminescence itself cannot be used as a reliable means of
measuring the interdiffusion coefficients of the elements in the MQW Likewise, an ambiguity
can arise in the interpretation of HREM images of interfaces in the system. We have recently
developed a Scanning Transmission Electron Microscope-Energy Dispersive X-ray (STEM-
EDX) technique for the determination of the compositional profiles of compound
semiconductor interfaces which circumvents these problems. In this paper, we demonstrate the
application of the technique to the study of GalnAs/GalnAsP MQWSs, whereby the contrast
ambiguity in HREM images has been resolved by providing a complementary analysis of the
definitive path along which interdiffusion proceeds

EXPERIMENTAL

A GalnAs/GalnAsP MQW laser structure, consisting of a 1um layer of InP, followed by
0.2um of Ga,,In ,,As 4P 5., a 6 period undoped MQW of 7nm of Ga ;,In i;As wells confined
by 11nm Ga,,In As P s barriers, a further 0.2um of Ga, In,gAs (P, and a 0 lum InP
capping layer, was grown on (100) S-doped InP by metalorganic chemical vapour deposition
(MOCVD) at a temperature of 650°C. The entire structure was nominally lattice-matched to
InP. Half of the wafer was then subjected to a second growth stage, during which a further
1um of InP was deposited and the sample annealed in the reactor under a PH, ambient at
750°C for thour.

The structure of these samples was assessed by a variety of analytical techniques, including
room temperature PL, electron microscopy, five crystal X-ray diffraction in the Philips HR]
diffractometer, and STEM-EDX. Cross sectional HREM was performed in the JEOL 4000EX
microscope with an information limit of approximately 0.13nm, and image simulations in
support of this analysis were carried out using EMS (2). The STEM analysis was performed in
a VG HB50! instrument equipped with a high brightness field emission source, using a 1 5nm
convergent probe, as described elsewhere (3). Briefly, the technique consists of the acquisition
of spatially resolved EDX compositional maps of the X-ray emission from a cross section of the
MQW. The electron beam is moved across the MQW region of the sample in a stepwise
fashion along successive lines, to build up a rectangular analysis region, with a dwell time per
analysis point of 100ms. The simultaneously measured X-ray intensity, characteristic of each of
the elements present in the sample, at each analysis point, is processed using a quantitative
analysis routine, by which the X-ray intensity maps are converted to elemental concentration
maps, with a spatial resolution determined by the electron probe size Average compositional
linescans across the MQW interfaces are derived by integrating, along the direction paralle! to
the interfaces, the signal from successive scans.

RESULTS

The photoluminescence wavelength of the MQW was measured before and after the
overgrowth and annealing schedule. This analysis showed that the thermal treatment induced a
blue shift in luminescence of 131nm, which implies that significant amounts of layer
interdiffusion in the quantum well region had occurred This hypothesis was confirmed by
cross sectional Transmission Electron Microscopy (TEM) of the samples. In the TEM, the
{200} scattered intensity is approximately five times greater in the GalnAsP layers than in the
GalnAs layers for a specimen thicknes: -f approximately 18nm. The HREM image contrast of
the MQW before and after annealing, shown in fig 1, is therefore characterised by a {200}
square fringe motif in the quaternary barriers, and diagonal {220} fringes in the terary wells.
The position of the interface is distinguished as the line along which the image contrast changes
between these two characteristic motifs. It is evident in the case of the as-grown material, in fig
1a, that this transition occurs abruptly across a single monolayer, indicating a high degree of




123

) - ]

Fig 1: {001]) HREM images of (a) as-grown and (b) overgrown and annealed GalnAs/GalnAsP
MQWs, at a specimen thickness of approximately 18nm and at extended Scherzer defocus
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Fig 2: Concentration variations across two periods of the as-grown and annealed MQW.

interfacial chemical abruptness The {220} fringes characteristic of the GalnAs are much less
distinct in the annealed case in fig 1b, and the distance across the interface over which change
between the two motifs occurs is approximately 10 monolayers, giving a first order
measurement of the degree of layer interdiffusion induced by the annealing procedure.
Conventional (200) dark field TEM analysis of the samples yields a similar result, in which the
as-grown interfaces are chemically abrupt to within the resolution of the technique, of
approximately 0.5nm, and the annealed interfaces have a width of approximately 3nm
Compositional linescans across the interfaces of the as-grown and annealed samples are
shown in fig. 2. The data have been normalised by setting the sum of the concentrations of the
elements residing on each of the FCC sublattices to one, which we term the stoichiometric
normalisation. This procedure is used to compensate for systematic errors in the analysis due
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to the wide variations in relative X-ray yield between chemical groups of elements residing on
different sublattices, which occur as a result of the phenomenon of electron beam channelling
during the STEM analysis (4). The interfacial width, measured as the distance over which the
concentration change is 20% to 80% of the total concentration change at the interface, is 2nm
in the case of each of the elements in the as-grown sample. This value is large in comparison to
the interfacial width measured by TEM because of the finite STEM electron probe size, and
because of beam broadening effects in the specimen. The annealed interfaces are much more
diffuse: the Ga and In interfacial widths are equal to 3nm and those of the group V elements,
equal to 4nm. Similar values are obtained if the measurement of the interfacial widths is made
directly from the measured X-ray intensity variations across the interfaces, rather than from the
normalised concentrations. This result demonstrates that the diffusion of the group V species
proceeds more rapidly than that of the group III species, which is in agreement with previous
studies of undoped GalnAs/GaInAsP multilayers (5,6). In both the as-grown and annealed
sample average linescan analyses, the measured non-normalised elemental concentrations in the
quaternary material away from the interdiffused regions are accurate to within S atomic percent
of the nominal values. The agreement between nominal and measured values is improved to
2% after employing the stoichiometric normalisation, with a precision of the order of 2%

DISCUSSION

In an interdiffused GalnAs/GalnAsP heterostructure, preservation of the group Ill/group V
stoichiometry (ignoring changes in the vacancy and interstitial concentrations, and noting that
no precipitates were observed by TEM) requires that elements within each FCC sublattice
diffuse at the same rate, as indeed has been observed. In addition, the unique interdiffusion
path along which there is no deviation in lattice matching is that in which a/l of the constituent
elements have the same diffusion constant, since the "parent” binary compounds comprising the
layers have different individual lattice parameters In our analysis, group V interdiffusion which
is faster than that of the group I11 elements therefore results in an increase in coherency strain in
the MQW. Conversion of the quantitative STEM concentration measurements in fig 2 to
lattice parameter, using Vegard's law as in fig 3, indicates that the as-grown MQW is indeed
close to lattice matched, and that in the annealed sample there is a tensile misfit in the well
layers of approximately 0.4%, and a compressive misfit in the barrier layers of approximately
0.2%. This observation is supported by X-ray diffraction analysis of the MQWs, in which the
sattelite peak intensities of X-ray rocking curves increase as a result of the annealing procedure.

Ourmazd et al (7) have demonstrated the application of a lattice fringe pattern recognition
algorithm to the chemical mapping of Ga Al  As/GaAs and CdTe/HgTe interfaces. It was
reported that the change in character of the lattice fringes could be linearly related to a single
compositional variable, that is, to x in Ga Al ,,As, in the former case, and to the Cd/Hg ratio in
the latter case. The legitimacy of such an analysis is critically dependent on the accuracy with
which the local lattice fringe periodicity and intensity can be related back to the absolute
composition. In the present experiment, the STEM data clearly indicates that the extents of the
group IIT and group V interdiffusion are not identical. This result shows that the assumption
that the interdiffusion proceeds along a lattice matched path, which would be required to
reduce the problem of the modelling of the interdiffusion profiles to a single diffusion
coefficient, is not valid.

Simulated HREM images of abrupt and diffuse GalnAs/GalnAsP interfaces, corresponding
to the experimental conditions used in obtaining fig 1, are shown in fig 4. The group V
elements occur at the corner FCC sublattice positions of the model unit cells (and the group (11
atoms at positions displaced from the group V sites by 1/4 of a unit cell body diagonal). Under
these analysis conditions, GalnAsP has an anion-type contrast (bright spots centred on columns
of group V atoms), whereas bright spots are centred on columns of both group III and group V
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Fig 3: Variation of deduced relaxed lattice parameter with distance across as-grown and
annealed MQWs. The lattice parameter variation with and without a normalisation of the data
to correct for electron channelling effects in the microscope is shown, and demonstrates a
remarkable improvement in the precision of the analysis using the stoichiometric normalisation.
group VYV~

group [I1

ma‘erfacef

Fig 4: Simulated HREM images of GalnAs/GalnAsP MQWs, all corresponding to a specimen
thickness of 18nm and a microscape defocus of -50nm. The ternary material is at the top of the
simulated images, and the quaternary, at the bottom (a) theoretical atomically abrupt interface.
(b) simulation based on the experimental STEM data from the analysis described in fig 2,
neglecting atom displacements due 1o coherency stresses. (c) simulation based on identical
error function diffusion profiles for all elements and an equivalent amount of interdiffusion as
that observed for the group V constituents in (b). (d) difference between simulations (a) and
(b), with enhanced contrast. (e) difference between simulation (c) and one in which the
tetragonal displacements are included in the model interdiffused multilayer.

atoms in the GalnAs regions. In the case of a perfectly abrupt interface, fig 4a, we observe a
sharp transition between these contrast motifs, as observed in the experimental image of fig la.
Fig 4b is a simulated image using the concentration variations across the interfaces derived
from the experimental STEM data of the annealed sample shown in fig 2 (but with a reduced
distance scale across the interface, and for the moment neglecting the displacement of the
atomic planes in the annealed sample due to diffusion along the non-lattice matched path). Fig
4c is a simulation of a diffuse interface having error function shaped concentration profiles, in
which case the interdiffusion coefficient is identical for all four elements, and equal to that
determined for the group V elements in fig 4b. Both simulations exhibit a gradual transition
from {200} to {220} contrast across the interfaces, again in qualitative agreement with the
experimental results. The calculated difference between the abrupt simulation in fig 4a and fig
4b, s} »wn in fig 4d, demonstrates that the change in motif is due to variations in intensity of the
image contrast centred on the group [l atom columns However, the difference between the
two diffuse simulations, representing different "compositional paths”, is virtually negligible, and
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can only be observed when the image contrast is expanded beyond the range which would be
observed in an experimental image due to noise restrictions,

One manifestation of the observed unequal diffusion rates between atoms of different
sublattices, as fig 3 shows, is the introduction of a varying degree of tetragonal distortion along
the growth direction of the MQW. Including the displacement of the atoms in the MQW due to
the lattice parameter modulation in our image simulation of the annealed MQW, produces a
corresponding displacement of the lattice fringes in the image. This is evident in fig 4e, which
shows the difference between simulated images based on compositional changes only, as in fig
4b, and the same data including lattice strain. In principle it may thus be possible to determine
the degree of the departure from the lattice matched diffusion path by the extent of the
displacement of the lattice fringes from their expected (i.e. lattice matched) positions. The
integration of this information with that obtained using an HREM pattern recognition algorithm
might then be used to more fully describe the interdiffusion behaviour of multilayer systems
with more than one compositional variable. It should however be pointed out that such an
analysis necessitates the consideration of the effects of the relaxation of the coherency strains at
the thinned specimen surfaces, which would lead to another superposed displacement of the
atoms in the samples and lattice fringes in the image (8).

CONCLUSIONS

We have demonstrated the application of high resolution energy dispersive X-ray analysis in
the STEM to the problem of measuring chemical interdiffusion profiles in undoped
GalnAs/GalnAsP MQWSs. This analysis has shown that the extent of the interdiffusion in
MQWs annealed at 750°C is greater for the group V elements than for the group III elements,
and that this difference results in the incorporation of increased coherency strain in the material.
This behaviour is consistent with the observation of a blue shift in luminescence output upon
annealing. The implication of this result for HREM analysis of interfaces is that the image
contrast cannot unambiguously be related to a particular composition in the interfacial region,
without prior knowledge of the relative group I1l/group V diffusion rates.
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ABSTRACT

The crystalline structure, the morphology and the chemistry of small Ag particles
vacuum-deposited on preheated MgO microcubes were characterized by in situ and
ex situ electron microscopy and surface analysis techniques. Observations were
made of the nucleation and growth of Ag clusters on MgO surfaces and along
surface steps. It is found that Ag particles deposited onto ciean MgO crystals have
an epitaxial orientation relationship of (100)agH(100)mgo with [100]agli{100]Mmgo0.
Prior to air exposure Ag particles are stable under the electron beam but they become
unstable upon exposure to air. During electron irradiation on air-exposed samples
terraces are formed on the surfaces of MgO cubes, preferentially near Ag particles
and at their interfaces with the substrate. The stability of vacuum-deposited Ag
particles and the growth of the terraces on MgO microcubes seem to depend on air
exposure of the sample.

INTRODUCTION

Metal particles and surfaces are significant to heterogeneous catalysis. It is
therefore important to establish their local structure, surface rearrangements and
interactions with the substrate. Model catalysts consisting of small metallic particles
vacuum-deposited onto oxide supports have been of interest recently [1, 2]. The
growth mechanisms and the morphology of small metallic particles as well as their
crystallographic relationships with respect to the oxide support have recently been
investigated by electron microscopy techniques [1, 2].

Silver particles are well known to exhibit catalytic properties and are extensively
used as catalysts in several oxidation reactions [3]. Epitaxial growth of Ag on
vacuum-cleaved MgO (100) surfaces has been reported [4). Silver evaporated onto
untreated MgO smoke crystals, however, showed no epitaxial growth instead surface
reactions were observed [5). The epitaxial growth, being intrinsically a surface
phenomenon, is significantly influenced by the state of substrate surfaces and other
deposition parameters. In this paper we employ both in situ and ex situ electron
microscopy and surface analysis techniques to characterize the epitaxial growth of
Ag clusters deposited, in situ, onto preheated MgO microcubes.

EXPERIMENTAL METHODS

MgO microcubes were produced by burning a pre-cleaned Mg ribbon in air and
collected on a molybdenum microscope grid covered by a holey carbon film. The
sample was then introduced into the UHV specimen preparation chamber attached to
the UHV STEM. The samples were annealed at 700° C for 5 hours in the UHV
chamber. At the end of the annealing the chamber vacuum pressure was less than
3x10-10 torr. Silver deposition was performed in situ by condensing an atomic beam
(~ 7x1011 atoms/cm-2s-1) generated by a water cooled Knudsen cell. During
deposition the chamber vacuum pressure was kept below 4x10-10torr. A total
deposit of 8x1014 Ag atoms/cm-2 was evaporated onto MgO microcubes.

In situ characterization was performed in the Vacuum Generators HB501§ UHV
STEM, cadenamed MIDAS (Microscope for Imaging, Diffraction and Analysis of
Surfaces). Detailed descriptions of the MIDAS system were published elsewhere [6].
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Fig. 1. (a) HAADF image of Ag particles in situ deposited onto MgO microcubes and (b) Ag
MNN Auger electron spectrum obtained from the MgO cube shown in Fig.1a

Secondary electron ir  ,ing and high-angle annular dark-field (HAADF) imaging
techniques were used to examine the distribution and the morphology of small Ag
particles. The nanodiffraction technique was used to identify the orientations of Ag
particles and their crystallographic relationships with MgQ supports. High spatial
resolution Auger electron spectroscopy and microscopy techniques [7] were also
used to analyze the surface properties of the Ag/MgO model catalyst. All images and
Auger spectra were acquired digitally. After in situ characterization the samples were
taken out of the UHV chamber for ex situ HREM characterization in a JEM 4000 EX
electron microscope, operating at 40C kV with an image resolution of 0.17 nm.

RESULTS AND DISCUSSION

I Situ CI -

Figure 1a shows a HAADF image of Ag particles deposited on preheated MgQ
microcubes at room temperature. It can be seen that small Ag particles are uniformly
distributed on the MgO surface with sizes in the range of 1-5 nm in diameter. Figure
1b shows a Ag MNN Auger electron spectrum obtained from the MgO cube shown
in Figure 1a. It took about 5 minutes to collect this spectrum. Because of the high
probe energy and relatively thin sample the peak to background ratio is extremely
high. Oxygen KLL and magnesium KLL Auger spectra were also obtained with high
peak to background ratio. The high quality of Ag, O and Mg Auger spectra and the
fact that no observable carbon Auger peak was detected from this MgQO cube,
indicate that clean surfaces of MgO microcubes have been obtained with heat
treatment (700°C for S hours) of the sample in the UHV chamber.

The crystallographic orientations of these deposited silver particles were
examined by obtaining nanodiffraction patterns from Ag/MgO cubes with a probe
size about 1-1.5 nm in diameter. Figure 2a shows such a nanodiffraction pattern
obtained from a small Ag particle indicated by A in Figure 1a. One can see that the
MgO cube is in the [110] orientation. The diffraction spots originating from Ag
particles overlap those of MgO support for low order reflections since the difference
in lattice constants between MgO and Ag is only about 3%. The determination of
lattice constants by the nanodiffraction method is accurate only to within about 6%
because of the finite spot size, due to the convergent beam illumination, the uneven
intensity distribution within a spot caused by coherent illuminaticn and distortion of
the pattern introduced by the recording system. The intensity of the diffraction spots,
however, changed when the electron probe was positioned on/off the Ag particle.

1 s A 18 M A A .



Fig. 2. Nanodiffraction patterns showing the epitaxial growth of Ag particles in situ
deposited onto preheated MgO cubes: (a) [110] zone axis and (b) {100] zone axis.

This indicates that the Ag particle is in epitaxy with the MgO cube. Nanodiffraction
patterns obtained from other Ag particles by scanning the probe over the whole
MgO cube were similar to that shown in Figure 2a, suggesting that all the Ag
particles have the same orientation and they are all in epitaxy with the MgO
substrate. Figure 2b shows another nanodiffraction pattern obtained from a small Ag
particle on a MgO cube oriented to the [100] zone axis. Again this nanodiffraction
pattern shows that the Ag particle is in epitaxy with the MgO support. After
examining many nanodiffraction patterns we concluded that Ag paniicles vacuum-
deposited onto clean MgO microcubes have an epitaxial orientation relationship of
(100)agl(100)mgeo with 100] aglt{ 100)me0.

Spectroscopic images are formed by collecting energy-selected Auger electron
signals. Figure 3 shows a Ag MNN Auger peak (nominally 350 eV) image of Ag
particles supported on a big MgO cube. Ag particles as small as 2 nm in diameter are
clearly resolved. With the use of an intensity ratio method Ag clusters containing as
few as 15 atoms have been detected [7]. These nanometer resolution Auger electron
images have proven very powerful for yielding information about the distributions of
surface species. No silver oxides were detected by nanodiffraction and Auger
imaging techniques. The Ag growth on clean MgO seems to follow the Volmer-
Weber or 'island growth’ mode.

Figure 4a shows a secondary electron image of Ag deposited on a big MgO cube
at a substrate temperature Ts = 373 K. The Ag particles seem to be randomly
nucleated on the MgO free surface (lower part of Figure 4a) with particle sizes
ranging from 2-6 nm in diameter. MgO surface steps are, however, decorated with

Fig. 3. Ag MNN Auger peak image of small Ag particles supported on a big MgO cube.
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Fig. 4. SE images of Ag particles in situ deposited onto MgO cubes at Ts = 373 K revealing
random nucleation of Ag on free surfaces (a) and preferential nucleation at the lower
part of MgO surface steps (b).

Ag particles as shown more clearly in Figure 4b. Therefore, silver preferentially
nucleated at MgO surface steps when depasited at Ts = 373 K. Several unique
features should be noted. First, Ag particles are preferentially formed at the lower pant
of MgO surface steps (indicated by A in Figure 4b) and a denuded zone exists near
the steps. This is a result of the competition between nucleation on terraces and
capture by the nearest nuclei and surface steps. Nucleation is depressed in denuded
zones. The width of the denuded zone (L¢) was estimated to be about 8.5 nm. For
terraces with a width L > L¢ Ag particles were formed on the flat terraces as shown
clearly in Figure 4a (indicated by B). Secondly, the size and spatial distribution of Ay
particles formed at surface steps are different from these formed on free surfaces. This
phenomenon is related to the nucleation and growth mechanisms of Ag at surface
steps and on MgQO free surfaces. A related consequence of this nucleation and
growth precess is the guasi-periodic spatial distribution of Ag clusters along surface
steps (Figure 4b) as opposed to the random spatial distribution of Ag particles on free
surfaces (bottom part of Figure 4a). Detailed discussions of the nucleation and
growth processes of Ag on MgO will be reported elsewhere.

It should be mentioned that Ag particles epitaxially grown on clean MgO
surfaces were stable under electron beam irradiation prior to air exposure. After the
sample was exposed to air for a few hours, however, the Ag particles were no longer
stable in the UHV STEM and they were even evaporated under electron beam
irradiation.

Ex Situ Cl ization By HREM

The Ag/MgO sample was exposed to air for about 48 hours before HREM
observation. Figure 5a shows a profile view of Ag particles on the edge of a MgO
cube oriented 1o the {001] zone axis. Small Ag particles are clearly in epitaxy with
the MgO support with the (200) fringes parallel to the corresponding MgO fringes. It
should be noted that the Ag particles are separated from the original flat interface by
terraces with fringe spacings and orientations exactly like these of the MgO cube.
Figure 5b shows another HREM profile image of two Ag particies on the edge of a
MgO cube tilted 1o the [110] zone axis. Again the Ag particles are in perfect epitaxy
with the MgO support and terraces are formed underneath the particles. The profile
of the Ag particles consists of two {111} and two {100} faces. Based on the above
observations it is concluded that the Ag particles have a half cubo-octahedral shape
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Fig. 5. HREM profile images show epitaxial growth of Ag particles on clean MgO cubes: (a)
[001] zone axis and (b) [110] zone axis.

in the (100) epitaxia) onentation.

From Figures 5a and 5b one can deduce that the terraces separating Ag particles
and MgO cubes may have a square-like shape. In order to investigate the origin of
these terraces HREM images of the sample exposed to air for different periods of time
were obtained. Figure 6 shows a pair of HREM profile images of Ag particles on the
edge of a MgO cube with incident beam aligned in the [001] direction. This is the
same sample as that shown in Figure 5 except the sample had been exposed to air for
about 3 months before observation. Figure 6a shows small Ag particles sitting on
terraces which are connected to the MgO cube. The terrace widths are much broader
than these shown in Figure 5. Furthermore, the small Ag particles were not stable and
they disappeared under electron irradiation as shown in Figure 6b, a HREM image of
the same area as that shown in Figure 6a recorded about 20 minutes later. Not only
have the Ag particles disappeared but also the terraces have grown much wider. By
analyzing many HREM profile images of MgO cubes exposed to air for different
periods of time it is found that the stability of vacuum-deposited Ag particles
decreases with air exposure and that the growth rate and the total growth of terraces
near and underneath Ag particles increase with air exposure. It should be noted that
the lattice fringes of the terraces are in perfect alignment with these of the MgO cube
and that the fringe spacings of these terraces are exactly the same as these of the
MgO within experimental error. A similar type of terrace growth under electron beam
has been observed on Au/MgO system [8]. It is suggested that the formation of the
terraces results from the decomposition of Mg(OH)2 formed during air exposure of
MgO surfaces. Our results reported here also indicate that MgO surfaces are modified
upon exposure to air. It appears that Ag particles enhance the nucleation and growth
of MgO terraces under electron beam irradiation, probably due to a catalytic effect.

In summary, Ag epitaxially grown on clean MgO microcubes were characterized
by both in situ and ex situ electron microscopy techniques. Vacuum-deposited Ag
particles have a half cubo-octahedral shape with an epitaxial orientation relationship
of (100)agll(100)mgo with [100]ag!l{100]mgo. Preferential nucleation of Ag particles
along MgO surface steps was observed. Vacuum-dcposited, epitaxially grown Ag
particles are stable in the UHV STEM. Upon exposure to air, however, Ag particles
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Fig. 6. HREM images show the growth of terraces on a MgO cube and the disappearing of
Ag particles under electron beam irradiation.

become unstable under electron beam irradiation and MgO terraces are formed near
and undemeath Ag particles. Further experimental results are needed to explain the
effects of small metallic particles on the formation of the MgO terraces and their
interactions with the MgO support.
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ABSTRACT

Online video recording with a high-resolution electron microscope has been used to study
real-time atomic events occurring at cadmium tellunde surfaces over a range of temperatures
from 27°C 1o S00°C. Using the profile imaging mode of observation, different types of surface
activity have been documented on (001), (111) and (110} surfaces. For example, the (001}
surfaces displayed reversible phase transformations between 2x1 and 3x1 reconstructions at a
transition temperature of about 200°C. The (111) surfaces exhibited sublimation by a ledge
mechanism that depended upon the terminating surface: layer-by-layer removal invariably
occurred for (110) surface terminations whereas bilayer removal was usually seen for
terminations by (100) surfaces. Finally, the (110) surface rearranged by a hopping mechanism.
but no substantial loss of material was observed.

INTRODUCTION

Dynamic surface processes can be observed on the atomic scale with the high-resolution
electron micrescope (HREM) operated in the surface profile imaging geometry (1]. Early work
in the field relied on the imaging beam to activate the crystal surface {2, 3] but a considerable
drawback of the method was the lack of temperature control. It was also possible that the beam
altered the surface and near-surface structure by other means. which could include desorption.
dissociation and sublimation. In the absence of well-defined surface preparation methods and a
well-controlled local environment, reproducibility of results was also considered to be a
problem. By using a heating holder to regulate the sample temperature, those processes that are
genuine thermal effects can be differentiated from those that are beam-induced artifacts.

Dynamic viewing and online image recording has been successfuily used in recent studies
of interfacial reactions in semiconductors |4]. However, unlike these interface studies, in order
to study genuine surface processes, special steps must be taken to ensure that the surface of the
sample is free of contamination or oxide layers. This condition can be met by cleaning the
sample in situ within an uitrahigh-vacuum (UHV) eavironment. It is well-known that, under
such conditions, semiconductor surfaces are liable to reconstruct to equilibrium configurations
as a result of dangling bonds and surface free energy [5). In the particular case of the CdTe
(001) surface, we have previously observed a reversible phase transition between (2x1) and
(3x1) reconstructions [6].

In this study, we have concentrated upon dynamic processes occurring on clean CdTe
surfaces under controlled temperature conditions. With assistance from online video
recordings, we have observed and documented surface processes at different temperatures
using a specially modified UHV HREM [7]. We describe here in some detail the different
mechanisms that occur on low-index CdTe surfaces and the dependence of these mechanisms
on temperature. A brief account of some of this work has been previously published {8).

EXPERIMENTAL DETAILS

A single crystal of CdTe in the [ 110] orientation was mechanically thinned to a thickness of
about 20 microns, and then ion-milled to perforation using argon ions with energies of ~dkeV
at an incident angle of about 15°. Observations were made with a Philips-Gatan 430ST HREM
that had an interpretable resolution of slightly better than 2.0A at an operating voltage of 300kV
[71. The microscope was modified to provide a vacuum of ~2-3x 10 torr at the specimen level
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after column bake-out by using a completely novel specimen chamber and adding considerably
to the pumping capacity. The single-tilt specimen heating holder could provide temperatures to
beyond 1200°C, although S00°C was the maximum used for these particular studies of ('dTe.
Typical electron-optical magnifications were 750,000 or 900.000 times. with a Gatan 622 TV
camera available for additional image viewing and recording of dynamic surface events. Video-
recordings were edited by surface. enabling the prevailing mechanism(s) to be foliowed as a
function of temperature. Unless noted. the images shown here were all taken directly from the
videotape recordings.

RESULTS

The clean CdTe surfaces displayed several different rearrangement processes: it had been
abserved previously that the frequency of these rearrangements was related to temperature but
no detailed study had been made {8]. Our major objective in this study was to systematicaily
classify the different surface motions, [t was found that these could be conveniently categorized
according to surface,

A. Ledge sublimation on the {11}) surface.

The (111) surface was observed to rearrange by a ledge sublimation mechanism. | ayer-by-
layer sublimation was observed starting from the (110) surface, with atomic columas being
removed by rows. At a temperature of 380°C, the atomic columns were desorbing rapidly. with
one entire row of columns being removed from the field of view in approximately two
seconds. Figs.}{a)-{c) , recorded at 380°C over a time interval of approximately 5 seconds,
show examples of this subfimation originating from the (110} surface at the bottom right of the
field of view. At 230°C, the atomic columns were removed at much slower rates with one row
typically being removed in approximately ten seconds. it was interesting that, once the process
of desorption was initiated, the rest of the row was removed very rapidly.

Fig. {. Profile images showing removal of the (1 11) surface, layer-by-layer, in a process
initiated from the (110) surface at bottom right. Images recorded at a temperature of 380°C
over a time interval of approximately 5 seconds.
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When the (111) surface row was instead terminated by a reconstructed (001) surface,
bilayer sublimation was invariably observed with two layers of atomic columns being removed
at a time. At 380°C. the layers of atomic columns on the (111) surface were clearly desorbing
at a much slower rate than those observed originating from (110) surfaces. The rate observed
was approximately two atomic pairs per second whereas, at 230°C, the rate of removal was
slowed down to approximately one atom pair every second. Figure 2, which shows a series of
four images recorded at 230°C over a time interval of approximately 15 seconds, represents a
good example of this bilayer sublimation process.

Finally, it should be mentioned that no examples have been documented where the process
of sublimation of the (111) surfaces was not initiated from either the ( 110) or (001) terminating
end of the surface.

Fig. 2. Profile images from videotape showing bilayer re moval of atomic columns from the
(111) surface when the ledge sublimation process is uiiginated from the reconstructed
(001) surface. Images were recorded over a timne interval of approximately 15 seconds with
the sample at a temperature of 230°C.

B. Surface hopping on (110) surfaces,

The (110) surface was observed to rearrange primarily by a hopping mechanism. This
motion was very rapid at higher temperatures: at 380°C, and rows of atomic columns were
being displaced at approximately three second intervals. The profile images in Fig. 3, recorded
over a period of about ten seconds at 380°C, show examples of this (110) surface hopping. In
comparison, when the crystal temperature was reduced to 140°C. there was effectively no
residual surface motion.




Fig. 3. Profile images of the (110) surface, recorded at 380°C over a time interval of about ten
seconds. showing examples of the prevailing phenomenon of surface hopping.

C. Reconstructions on the (001} surface.

The (001) surface reconstructed to either a (2x1) or a (3x1) surface depending upon the
sample temperature [6]. At 380°C, motion occurred very rapidly, atomic columns were being
rearranged at the rate of 2 or 3 times per second. and no long-term or stable reconstructions
were observed. At 230°C, the surface was less active, with atomic columns being rearranged at
approximately one second intervals. Fig. 4(a) shows an example of the (001) surface at 230°C.
The (3x1) reconstruction was predominantly visible at this temperature, aithough the (2x1)
configuration could also be seen in some places. For comparison. Fig. 4b) shows the (001)
surface at 140°C: it obviously consists primarily of (2x1) reconstructions. [t was observed that
some limited motion still occurred at this temperature. At 33°C, the (2x [) surface reconstruction
was predominant. the surface was stable, and no motion was seen.

DISCUSSION

The objective of this study has been to characterize the dynamic processes occurring on
clean CdTe surfaces at elevated temperatures under UHV conditions. With careful control of
the sample temperature, we have observed three distinct mechanisms by which low-index
CdTe surfaces rearrange: a) ledge sublimation on (111) surfaces; b) surface hopping on the
(110) surface: and ¢} (2x1) and (3x)) reconstruction on the (001) surface.

The ledge sublimation process on the (111) surfaces occurred in two different ways. When
the reaction started from the (110) surface. material was removed layer-by-layer from the
surface. In contrast, a bilayer sublimation occurred when the reaction originated at the (001)
surface. This latter process was presumably related to the lowering of the surface free energy
associated with the dimer reconstruction of the (001) surface. It was significant that no
examples were observed where sublimation was initiated from the middle of an extended (111)
surface. It was also interesting that the hopping processes that occurred on the (110} surfaces
did not result in any significant long-term change in the morphology of the {110) surface.
Material moved around considerably, especially at higher temperatures. but very littie
sublimation of material was observed.
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Fig. 4. Profile images. not from videotape, showing reconstruction of the (001) surface:
{a) (3x 1) reconstruction recorded at 230°C: {b) (2x1) reconstruction recorded at 140°C.

The frequency at which these various processes occurred increased substantially with
temperature in all cases. The images recorded at 380°C showed motion that was much more
rapid than that seen at lower temperature. Indeed. at room temperature. virtually no motion was
observed across the surfaces of the sample.despite the addition of energy to the sample by the
tmaging beam of electrons. i.e., an important conclusion of this work was that the efectron
beam was not the major cause of the surface motion, since the surfaces were stable at fower
temperatures under the same conditions used for imaging.

Finally, it is clear that surface profile imaging represents a useful method for observations
and studies of surface processes in the particular case of CdTe. However, this type of surface
microscopy does have some shortcomings: The possibility of surface modification by the
imaging beam means that the number of matenals that can be studied in this fashion is
somewhat limited. For example, transition metal oxides are known to suffer from efectron-
stimulated-desorption of oxygen from near-surface regions, even under UHV conditions (91.
Moreover, the edge of the sample must be thin in order to produce a high quality profile image.
and it is quite possible that such a thin edge may not behave in a manner that 1s sufficiently
representative of the bulk material.

CONCLUSIONS

Rearrangements of clean CdTe crystal surfaces at elevated temperatures have been observed
using the technique of surface profile imaging with the HREM. By using video equipment to
record the various types of surface activity facilitates their documentation and study in real-
time, thereby eliminating the gaps in time that must otherwise occur when relying upon
conventional, sequential recording of efectron micrographs. It is clear that utilization of the
surface profile imaging has been productive for these atomic resolution studies of edge
sublimation. surface hopping. and reconstruction processes occurming at CdT'e crystal surfaces.
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ABSTRACT

Scanning microscopy is the only technique available for directly imaging the
short-range structural features of the crystalline-to-amorphous (C-A) transition.
Cleaved sheets of muscovite were implanted with 600 keV argon ions in order to
induce radiation damage; thus producing the C-A transition. AFM images of Ar-
implanted muscovite show the surface structural features of the C-A transition.
Low-resolution images show a progressive increase in the surface roughness of
muscovite with increasing ion dose, as seen by the development of hummocky
microtopography, whose individual hummocks are 25 nm across. High-resolution
AFM images of unimplanted muscovite reveal a highly crystalline structure, as
shown by the hexagonal arrangement of the (SiO4)-tetrahedral layers. By scraping
through the uppermost surface layer of the implanted samples, using a cantilever
forces of 50 - 100 nN, the C-A transition is recognized by a decrease in the long-
range order of the tetrahedral layers. Accordingly, crystal defects and highly
disordered regions increase in frequency and size with Ar-dose. At the highest Ar-
dose, disordered regions dominate the structure, lending complications to AFM
image interpretation. Surface hardness decreases with higher radiation doses, as
evidenced by the greater ease of scraping through atomic layers in the more
damaged samples.

INTRODUCTION

Although many uses for the AFM]1 are still relatively novel, this instrument is
rapidly becoming a mainstream tool for studying a wide variety of problems at the
atomic/molecular scale, such as showing structural details at the surface of
inorganic crystals23, or examining adsorbed species on solid substrates4.5. The
scanning tunneling microscope (STM), a cousin to the AFM, was first used to
study radiation damage features produced on the surface of ion-bombarded
siliconé and graphite’.8. More recently, the AFM was used to study the micro-
topography of single ion tracks on ion-bombarded mica%. These scanning
microscopy studies showed that the surfaces of radiation-damaged solids can
develop large hillocks6.7, linear ridges, localized disordered regions8, and
cylindrical amorphous features?, the presence of which depend on the accelerated
ion's energy, and mass, and the ion dose; however, these previous studies did not
obtain atomic-scale resolution of the disordered regions.

The structural characteristics of the C-A transition are important, and any direct
images are useful for understanding the amorphous state in general. Here, we
used moderate cantilever tracking forces to scrape through the irregular relief that
is produced in the upper surface layers of ion-bombarded material in order to
image the partly amorphous state in layers below. In addition, we were able to
reproduce images of the hummocky topography using lower tracking forces. The
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fine-scale details of the C-A transition are not fully understood, although previous
studies of naturally damaged and ion-Lumbarded minerals have provided much
knowledge on the general characteristics of this phenomenonl10.11. Most of the
techniques used to characterize non-crystalline solids must inherently examine
the bulk-structure (e.g., X-ray diffraction); thus, the short-range topological features
of non-periodic solids are averaged. Conversely, the AFM is a good candidate for
studying disordered solids, because it can distinguish individual atoms, thus
revealing structural topology. However, examination of fully amorphous
materials with the AFM is problematic, as is the case for STM8. Image
interpretation of disordered solids is limited by how well the scanning probe tip
can respond to non-periodically arranged atoms and produce a meaningful,
recognizable, signal-to-noise ratio. Layer silicates routinely yield atomic-scale
images when in the crystalline state2,3,12,13; thus, these materials hold the greatest
potential for studying the partly amorphous state with the AFM. We therefore
chose to study the C-A transition using AFM imaging of ion-implanted
muscovite, a mica (i.e., layer silicate ) with composition KAl[Si3A1019)(OH)3).

EXPERIMENTAL METHODS

The muscovite samples were implanted with 600 keV Ar at doses of 5.0x1012,
2.5x1013, 5.0x1013 and 1.0x1014 Ar/cm?2. The highest dose does not represent
completion of the C-A transition, but is close to the critical amorphization dosel4
of muscovite. The methods used for ion implantation are decribed elsewherelS.

The AFM used is a Digital Instruments Nanoscope III equipped with a 0.7
scan head and operated in height mode (i.e., constant force). A 200 wide-legged
cantilever (Au-coated, Si3N4) was used for low-resolution imaging of larger-scale
topographic feaures. The low spring constant of this cantilever provided a lower
tracking force (< 20 nNN), which prevented removel of the fragile surface features
on radiation damaged samples. A 100p wide-legged cantilever was used for high-
resolution imaging of the radiation-damaged structures. Rather than trying to
image the atomic-scale features of the C-A transition at the original, uppermost
surface, the structure was examined in layers below. In order to do this, the upper
layer was scraped away using cantilever forces of 50 - 100 nN. Radiation softening
of the implanted samples allowed us to use tracking forces much lower than those
needed for scraping away layers of highly crystailine muscovite (> 200 nN).

Given the difficulty of imaging disordered structures at the atomic scale, using
scanning microscopy, the following procedures should be made routine. Images
were first collected on an unimplanted muscovite sample for comparison with the
radiation-damaged samples. The unimplanted muscovite serves as an external
standard for ensuring that the AFM is operating at optimum conditions. As such,
the muscovite standard was scanned before and after scans of each implanted
sample. If the image quality of the standard was similar before and after scanning
the implanted sample, then images of the implanted sample were considered to be
of interpretable quality. Furthermore, all samples were scanned using the same
instrumental parameters, except for the tracking force. The tracking force was set
lower with the more damaged samples (due to radiation softening) in order to
avoid continually scraping away the layers. With this routine, one achieves a
greater degree of confidence that the AFM images accurately represent the
implanted surfaces, as opposed to representing merely electronic noise. Such a
distinction between noise and disordered structure is not otherwise readily
apparent. A consistent methodology for filtering the AFM images, using the same
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filtering specifications for all images, was also used in order to avoid introducing a

bias when showing the differences in crystallinity between samples with different
Ar-doses and the unimplanted standard.

RESULTS & DISCUSSION

Low-Resolution AFM Images

The surface effects of argon implantation on muscovite are seen in Figure 1. As
the radiation dose increases so does the roughness of the samples. Table I shows a
quantitative estimate of the increase in swface roughness, as caused by radiation
damage. The surface produced with the highest dose has a hummocky topography
similar to that observed in earlier studies. Figure 1f shows scveral depressions
amidst the hummocky surface. The size of these features (25 nm across) is much
larger than those proposed as single ion-tracks by other workers9, and the size ¢f
our hummocks vary from 15-35 nm. Furthermore, their appearance does not
change with scan direction, unlike in previous work. The processes resulting in
these features are not the same as the high energy tracks, the latter of which are
caused by high-density electronic spikes9. Lower energy damage from Ar-
implantation is probably the result »f atomic collision cascades!4.

Table I: Radiation Doses & Roughness Measurements of Ar-Implanted Muscovite

Radiation Dose Surface Roughness* (R;, Ry} Corresponding Figures
unimplanted 0.042, 0.053 1a,2a
2.5x1013 Ar/cm? 0.064, 0.080 1b, 2b
5x1013 Ar/cm? 0.085, 0,121 1c, 2¢, 2e
1x101 Ar/cm? 0.114,0.144 1d,2d

* Ra= mean roughness; Rq = rms stnd. dev ; calculations from software of Digita! Instruments

High-Resolution AFM Images

A representative AFM image of the unimplanted muscovite standard is seen
in Fig. 2a. The hexagonal pattern of the (5iOq4)-tetrahedral sheet is evident at a
point-to-point resolution of 3A. For comparison, a model of muscovite's
tetrahedral sheet is overlain and shows the hexagonallly arranged tetrahedral
rings16. The holes within the rings are 4A in diameter and are similar in size, and
arrangement, to the areas of lowest relief in the AFM image (i.e., the dark areas in
Fig. 2a). Most of the AFM images of the muscovite standard contain a few defects.
However, the overall appearance of the tetrahedral sheet is quite regular compared
to AFM images of the implanted samples.

AFM images of muscovite given a low Ar-dose (5x1012 Ar/cm?) do not display
any significant disorder compared to the muscovite standard; thus, this sample is
not shown. At a higher Ar-dose (see Table I for specific doses), the symmetry of the
tetrahedral sheet is significantly reduced (Fig. 2b). The tetrahedral sheets should
remain intact at this dose, because the spatial density of Ar collision cascades is not
sufficient enough for overlap (assuming a cascade radius of 25A). Several features
observed are: (i) a frequent "pinching out" between adjacent rows of tetrahedra
within the sheet, i.e., dislocation defects; (ii) the appearance of small partly
disordered regions. At yet a higher dose, the amount of disorder in the structure
noticeably increases (Fig. 2¢). Fragments of the tetrahedral sheets are still resolved
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amidst the high density of dislocations and large disordered areas. At the highest
dose, the original structure is unrecognizable (Fig. 2d). Several features are vaguely

Figure 1: Low-resolution AFM
scans of Ar-implanted musc-
ovite are shown in order of
increasing Ar-dose in (a) - (d),
respectively. Table I lists the Ar-
doses and roughness measure-
ments. A hummocky topo-
graphy develops in the more
amaged samples; (e} a closer
"look at the hummocky surface
reveals several depressions that
are not representative of single
ion tracks. Vertical scale at left.
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interpretable as small fragments of the tetrahedral sheets, but most of the image is
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unresolvable because we have nearly completed the C-A transition.

Figure 2: Filtered (2D fast Fourier transformed) AFM images of Ar-
implanted muscovite (Ar-doses used are given in Table 1). (a) the
umimplanted standard shows the regular structure of the tetra-
hedral sheet. Inserted is the structural model of oxygen atoms
within muscovite's tetrahedral sheet. The dark regions in the
image correspond in size and symmetry to the holes in the
tetrahedral rings; (b) the lowest dose - there is no noticeable
radiation damage; (c) a higher dose - the long-range order of the
tetrahedral sheet is reduced; (d) with increasinq ose - the only
fragments of the tetrahedral sheets remain. It is difficult to
interpret the image since it has no long—ranee order; (e) the highest
ion dose - image interpretation is tenuous. Vertical scale at left.
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Individual Ar-tracks were not resolved with the AFM in the samples of lower
dose (i.e., doses in which Ar collision cascades do not overlap). Apparently then,
the density of atomic collisions in individual Ar-tracks is not high enough te
result in a significant volume of amorphous material. Thus, amorphization can
only result by multiple track overlap. At the highest Ar-dose observed with the
AFM, collision cascades overlap several times. Previous work has shown that
multiple overlap of Ar collision cascades is necessary in order to attain the
amorphous state!?. The observations of this study support that earlier conclusion.

CONCLUSIONS

The surface structure of the partly amorphous state can be examined in detail
with the AFM. lon-implanted muscovite is an ideal material for such a study, as
this layer silicate is readily imaged at the atomic scale. With increasing ion dose,
muscovite undergoes the C-A transition, which is observed as a progressive loss of
long-range order in the (5iO4)-tetrahedral sheets. Dislocations and disordered
regions are resolved within AFM images until nearing completion of the C-A
transition. Our observations indicate that multiple overlap of Ar collision cascades
is necessary to produce the amcrphous state in muscovite.
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AFM IMAGINGS OF FERRITIN MOLECULES BOUND TO LB

FILMS OF POLY-1-BENZYL-L-HISTIDINE
Imaging the ordered arrays of water-soluble protein ferritin with the atomic force microscope
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ABSTRACT

A water-soluble protein, ferritin, on a silicon surface has been imaged in
pure water at room temperature with the atomic force microscope (AFM). The
samples were prepared by binding ferritin molecules electrostatically 0 a
charged polypeptide layer of poly-1-benzyl-L-histidine (PBLH). The hexagonal
arrangement of ferritin molecules was imaged with high reproducibility, since
the force between tip and the sample surface could be kept sufficiently lower
than 10-10 N. The applied force can be stabilized and weakened mainly due to
a “self-screening effect” of the surface charges of the ferritin-PBLH layer. We
demonstrate that the electrostatic-binding sample preparation is one of the
suitable methods for soft biological specimens to achieve the nondestructive
low-force AFM imagings.

INTRODUCTION

The AFM [1] has been increasingly drawing our attention as an entirely
new approach in the study of the surface topography of biological specimens.
In our previous paper [2], we reported the AFM images of ordered arrays of
ferritin molecules. The relationship between the pH condition during the
sample preparation and the AFM imagings has also been investigated. From
these results, we concluded that controlling of the binding condition of
biological specimens to the substrate is one of the crucial factors in getting
reliable AFM images, and the PBLH film can be useful for AFM imagings as a
general substrate for fixing water-soluble protein molecules without
denaturation. From these points of view, an investigation on the properties of
PBLH is necessary for obtaining unambiguous AFM images of biological
molecules. The structure and properties of LB films of PBLH have already
been studied by x-ray analysis and n-A isotherms [3]. In order to obtain more
informations on the properties of PBLH films, we have studied the pH
dependency of the forces between tip and surface of PBLH film, in addition to
the AFM imagings of ferritin molecules bound to PBLH films.

Mast. Res. Soc. Symp. Proc. Vol. 295. ¢ 1993 Materials Research Society
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EXPERIMENTAL

Qrdered arrays of ferritin monolayers

Horse spleen ferritin (Sigma Chemical, St. Louis, MO, USA) was
dissolved in pure water and fractionated by ultracentrifugation several times at
200,000g for 40 minutes. The heavier fractions were diluted with a solution of
sodium chloride (10 mM) to a final concentration of 100 mg/ml. The ferritin
solution was diluted with phosphate buffer (5 mM, pH 5.0~5.3) and prepared to
a concentration of 30 pg/ml. The micro Langmuir trough (20 mm in width, 35
mm in length, and 2 mm in depth) was filled with the ferritin solution until the
air-water interface became slightly convex. PBLH (Sigma Chemical) with an
average degree of polymerization of 100 was dissolved in chloroform
containing dichloroacetic acid (0.68 pl to 1 mg of PBLH) to a concentration of
0.54 mg/ml. An appropriate amount (3 pl) of PBLH was spread over the
ferritin solution and incubated for three hours at room temperature so as to
allow condensed ferritin molecules to form monolayers at a ferritin-PBLH
interface.

We used silicon wafer (n-type, (100)) as a substrate because the two-
dimensional ordered arrays of ferritin molecules have been observed
previously with high-resolution SEM on this substrate prepared without
staining or metal shadowing [4). Before transferring ferritin-PBLH film, the
silicon wafers were irradiated with UV light from a low pressure mercury
lamp to obtain hydrophilic surfaces, placed in a glass desiccator filled with
hexamethyldisilazane vapor, and then heated to 60 O°C for one hour to bind
hexamethyldisilazanes covalently to the surface, thus forming alkylated
hydrophobic surface. The interfacial film (hetero-bilayer of ferritin-PBLH) on
the trough was transferred onto such an alkylated silicon wafer by a horizontal
transfer method [4). The ferritin-PBLH film transferred on a silicon wafer was
rinsed with pure water. The wafer glued to a steel disc was placed on an
electrically grounded magnetic disc on top of a piezoelectric translator in an
AFM system without drying. The film was imaged using a fluid cell in pure
water.

AFM imagings

The AFM system used in this study was a commercially available
NanoScope II (Digital Instruments, Inc., Santa Barbara, CA, USA). After
slowly circulating pure water around the sample in a fluid cell, a Si3Ng4
cantilever, which is V-shaped and 200 pm long with a spring constant of 0.12
N/m (reported by Digital Instruments, Inc.), was positioned and scanned over
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the sample in pure water at room temperature. AFM images (400 x 400
pixels) were obtained using the “height mode”, which kept the force constant.
The software provided with the AFM from the maaufacture was used to
measure force-versus-distance curves.

RESULTS AND DISCUSSION

H dependency of the for ween ti h f P

Horse spleen ferritin has an isoelectric point of about 4.5 and is negatively
charged in a solution of phosphate buffer of pH 5 or above [5]. The imidazole
ring of PBLH, on the other hand, should be positively charged when PBLH is
spread on a subphase at pH lower than the pKa of the histidyl residue (in the
range of 6-7). Therefore, it is expected that ferritin in the subphase would
bind electrostatically to a PBLH film at a slightly acidic pH range of 4.5-6.5
and form only a monolayer, even if there exist excess ferritin molecules near
the interface. In this case, electrostatic charges at the ferritin-PBLH interface
are cancelled, thereby forming a more efficient screening of the surface
charges of ferritin monolayers, which we called the “self-screening effect” in
our previous paper [2].

To elucidate the surface properties of PBLH films in the buffer solution,
we investigated the forces of the tip interacting with a PBLH surface at various
pH conditions. Figure 1 shows a series of force-versus-distance curves between
the Si3Ng4 tip and the PBLH surfaces in different pH solutions. We used 10mM
Tris-HCI buffer for pH 8.0, 7.5 and 7.0, and 10mM phosphate buffer for pH
7.0, 6.5, 6.0 and 5.0.

At pli 8.0, a repulsive force was observed upon approach and withdrawal
of the AFM tip from the sample. When lowering the pH, the repulsive force
decreased upon approach of tip, while an attractive force increased upon
withdrawal. Since there is no large difference between the force curves at pH
7.0 in Tris buffer and phosphate buffer (data is not shown), the attractive force
is independent on the species of electrolyte. From pH 6.5, as the pH value
decreased, attractive forces increased upon approach and withdrawal of tip.
Actually, we could not get any unambiguous images of the PBLH layers, owing
to these repulsion and attraction.

This variation of the forces with changing a pH condition can be explained
by electrostatic and hydrophobic interactions. The attractive force can be
attributed mainly to hydrophobic interaction, since the PBLH film on the
silicon substrate has a hydrophobic surface. Moreover, the surface of the tip is
negatively charged, because silicon nitride bears a slight negative surface
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charge in water. Therefore the interaction between negatively charged tip
surface and positively charged PBLH may also enhance the electrostatic
attraction below pH 6.5. Above pH 7.0, a repulsive force is expected because
both surfaces bear negative charges. From these results, it is clear that the
applied forces between tip and PBLH film in the solution are controllable by
changing the pH. In addition, these results support our previous data with
regard to the effect of pH of the buffer on the stability of the biological sample
and the AFM imagings {2]. In this system, the PBLH film plays a critical role as
an electrostatically charged substrate to fix ferritin molecules.

pH 70

Deflection

[:

FENYEFIN
29.94 nm/div.

(S W W

Z Distance

Fig. 1 A series of force-vs-distance curves between the Si3N4 tip and the
PBLH surfaces in different pH solutions. The dashed and solid curves are
for approach and withdrawal of the tip, respectively. ( pH 8.0, 7.5, 7.0 ;
10mM Tris-HCl buffer; pH 6.5, 6.0, 5.5 ; 10mM phosphate buffer)

AFM imagings of ferritin molecules
Figure 2-a shows an AFM image of the ferritin sample on a silicon

surface, which was prepared following the “self-screening effect” with the
charged PBLH layer. Small spheres covering over the surface can be observed
in an area of at least 738 x 738 nm?2, approaching the limiting scanning area of
this AFM. In Fig. 2-b, we show the typical unfiltered AFM image of the
molecular packing of ferritin on a silicon surface taken in pure water at room
temperature. Individually distinguishable spherical patterns and regular
alignment are observed.

Figure 2-c shows an AFM image in a small scanning area. It is evident that
seven spheres form a hexagonally packed arrangement. The hexagonally packed
structure is in good agreement with the two-dimensional array of ferritin
molecules observed by high resolution SEM, as we reported previously [4]. In
addition, the spacing between these spheres in this pattemn is about 14 nm with a
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Fig. 2 Unfiltered AFM images of ferritin samples prepared at pH : (a-c) 5.3;
and (d) 5.0. The image area is : (a) 738 x 738 nm2 ; (b) 200 x 200 nm? ;
(c) 45 x 45 nm? ; and (d) 200 x 200 nm2.
The imaging was carried out in pure water,




diameter of about 12 nm, which agrees well with that of a ferritin crystal
deduced from x-ray analysis [6]. From these results, each spherical image
obtained with AFM is identified as an individual ferritin molecule. These
imagings were carried out for the ferritin monolayers prepared with phosphate
buffer at pH 5.3. The applied forces operated in these images were estimated
from the force curves to be 10-10~10-11N. We have discussed in our previous
paper [2] about the suitable pH condition for the AFM imagings during the
sample preparation.

In the AFM image of the sample prepared at the pH value of around 5.0,
we observed som:- domains in which ferritin molecules were bound to PBLH
film in ordered arrays (Fig. 2-d). Ferritin molecules is likely to form some
domains at pH 5.0, because the negative charge density of ferritin molecule
becomes smaller as the pH increases.

From these results. we conclude that the sample preparation with
electrostatic binding is one of the suitable methods to achieve the nondestructive
low-force AFM imagings for biomacromolecules. In addition, controlling of
the binding condition of protein molecules is also an important factor to get
unambiguous AFM imagings.
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ARTIFACTS IN ATOMIC FORCE MICROSCOPY OF NANOPOROUS AND
MESOPOROUS FIDUCIAL SAMPLES

H. W. DECKMAN and R. J. PLANO
Corporate Research, Exxon Research & Engineering Co., Annandale, N J.

ABSTRACT

Artifacts dominate atomic force microscope (AFM) images of nanoporous
and mesoporous inorganic oxide materials taken under ambient atmospheric
conditions with currently available tips. Artifacts in these AFM images are
attributed to tip-sample interactions and the sharpness of tips on currently
available cantilevers. We show that by modifying currently available AFM tips
with carbonaceous materials, many image artifacts are eliminated. To characterize
image artifacts, a variety of fiducial samples with feature sizes between ~100 A and
2,000 A are used. One of the most useful fiducial samples is a close packed array of
holes in a commercially available alumina membrane and we suggest that it be
adopted as a standard fiducial sample.

In

We have been examining the ability of atomic force microscopy (AFM) to
probe the structure of inorganic nanoporous and mesoporous oxide materials.
These materials!-3 contain physical pores with sizes ranging from ~25 A to ~2,000
A and are often made from a-alumina, y-alumina, silica, zirconia and composite
structures such as of zeolites held in a porcus a-alumina matrix. They are used in
almost all heterogeneous catalysts as either a support4 for a dispersed catalytic
material (such as Pt clusters) or as the active catalytic® material (such as the
composite zeolite /a-alumina matrix used in catalytic cracking). Nanoporous and
mesoporous oxide materials are also used in inorganic microfiltration
membranes® and ultrafiltration® membranes. To maximize mass transfer,
materials used in catalysts and membranes are fabricated with a high density of
pores which can comprise 10-50% of any exposed surface. We have scanned ~20
types of these inorganic nanoporous and mesoporous materials with the AFM
under ambient atmospheric conditions. Although the AFM readily produces an
image when these materials are scanned, a general correspondence between the
image and the physical morphology of the sample surface is often lacking. We
believe that the reasons for this are somewhat different from the multiple tip
effects which give rise to Moiré patterns” in atomic resolution images of materials
such as graphite. We propose that for these classes of porous materials, image
artifacts are generated both by the morphology (tip radius) and solid state surface
chemistry of currently used AFM tips.

To image pores exposed at the surface, the tip radius must be small enough
to fall into the pore moutii and must be able to lift out of the pore without sticking
or deforming. Under ambient atmospheric conditions, the surface of an oxide pore
structure contains species which may chemically and physically interact with an
AFM tip. To change this interaction we have developed techniques to modify
existing AFM tips structures with carbonaceous materials. Artifacts produced by
these different tip modifications were characterized using a standard set of fiducial
samples which have surface topography representative of the porous oxide
materials. These fiducial samples will be described first.

Mat. Res. Soc. Symp. Proc. Vol. 295. < 1993 Materials Research Society
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Fiducial Samples

Two different classes of fiducial samples have been used to represent
structures found on nanoporous and mesoporous inorganic oxide materials. The
first has high spatial frequencies created by sharp edges around uniform sized
pores in an alumina filtration membrane. The second has lower spatial
frequencies formed by smoother spherical and prolate protrusions fabricated on a

flat surface.

Easily obtainable ten micron thick alumina filtration membranes produced
by Anotec Separations Ltd. were used as high spatial frequency fiducial samples.
The membranes were made by controlled anoidic oxidation of aluminum8 and
different pore sizes can be created by controlling an electrochemical overpotential.
Membranes made with 2,000 A pores have a rough and smooth side and the
morphology of the hole structure on the smoothest side of one of these alumina
membranes is shown in Figure 1 below. Membranes with a smaller 200 A pore
structure formed asymmetrically at the surface of a ~2,000 A pore structure are also
available and Figure 2 shows their surface structure.
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Fig. 1 a (Left) Electron micrograph showing a regular ~2,000 A pore structure at
the surface of an alumina filtration membrane made by Anotec Ltd.
Fig. 1 b (Right) Electron micrograph showing a cross section of the pore structure.
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Fig. 2 a (Left) Electron micrograph of asy
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mmetric ~200 A pore structure formed

on 2,00 A pores. b (Right) Schematic diagram of pore structure.
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Samples with lower spatial frequencies were prepared from monolayer
coatings of polyoalls on flat silicon substrates. Polyball coatings® were either used
directly as a fiducial or as a lithographic mask from which posts were fabricated?.
Fig. 3a shows the hemispherical surface presented by a polyball monolayer coated
onto a silicon wafer and Fig. 3b shows the moxxhology of a smooth prolate post

polyballs as a lithographic etch

structure created by using a coating of ~5000
mask.
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Fig. 3 a (Left) Electron micrograph showing monolayer thick coating of ~2,000 A
polyballs on a silicon wafer.
Fig. 3 b (Right) Electron micrograph showing ~5,000A post structures formed by
using a polyball monolayer as a mask in an ion beam etching process.

Scanning Of Fiducial Samples With Conventional AFM Tips

Fiducial samples were scanned under ambient atmospheric conditions with
a Digital Instruments Nanoscope Il using cantilevers obtained from two different
suppliers. Cantilevers with silicon nitride tips having a ~1,200 A radius of
curvature were obtained from Digital Instruments and cantilevers with silicon tips
having a ~250 A radius of curvature were obtained from Nanoprobe (Germany).
Although the tip radii were almost an order of magnitude different, they gave
remarkably similar images of the fiducial samples. The reason for this may be that
the sharper tips are blunted during the scanning process. Figure 4 shows the
profile of a Nanoprobe silicon cantilever tip before and after scanning an alumina
membrane with ~2,000 A pores. it is seen that the radius of the tip on the
cantilever has changed from ~250 A to ~1,000 A during the course of the scan. This
blunting during scanning did not seem to happen with the coarser silicon nitride
tips. Figure 5 shows that the ~1,200 A radius of a silicon nitride tip on cantilevers
supplied by Digital Instruments is not significantly changed after scanning fiducial
samples.

Images of lower spatial frequency fiducial samples (polyballs and posts)
often showed significant distortions, however, individual elements in the fiducial
pattern were clearly recognizable. Profiles of the ~2,000 A polyball samples were
usually hemispherical with some distortion in the profile occurring at the lim of
the sphere. With some tips, the polyball structure was asymmetrically distorted.
Profiles across the ~5,000 A lithographically formed posts were significantly more
distorted with most of the distortion occurring near the edge of the post. The
sharper Nanoprobe silicon cantilever tips tended to give a somewhat better image
than the Digital Instruments silicon nitride cantilevers.
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Images of higher spatial frequency fiducial samples (alumina membranes
with 200 A and ~2,000 A pores) were completely unrecognizable. Individual pore
mouths could not be located within the images and Figure 6 shows typical
examples of images produced. In principle both of these tips have radii small
enough to image ~2,000 A pores. The inability to image a ~2,000 A pore structure
could be due to a strong interaction of the tip with certain pores or features on the
sample, causing it to stick at certain sites.

o

i
a) T b) ~Tum
Fig. 4 a (Left) Electron micrograph of pristine ~250A radius silicon tip.
Fig. 4 b (Right) Electron micrograph taken after scanning an alumina membrane
fiducial with tip in Fig 4a. Tip radius has changed from ~250A to ~1,000A.

a) ~TEm " b T
Fig. 5 a {Left) Electron micrograph of pristine 1,200 A radius silicon nitride tip.
Fig. 5b (Right) Electron micrograph taken after scanning shows no change.
R d - )
~ 4

Fig. 6 AFM scans of 2,000A pores in alumina membrane shown in Fig. 1a. The
features seen do not correspond with the sample's pore structure.
a) Scan with silicon nitride tip b) Scan with silicon tip.
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Modification Of Tips With Carbonaceous Deposits

The inability of conventional AFM tips to image ~2,000 A pores in alumina
membranes may be due to tip-sample interactions. To change this interaction, we
have coated the surface of conventional AFM tips with carbonaceous materials.
Two different methods have been used to produce coatings. The first used
contamination lithography10 to polymerize hydrocarbon vapors introduced into a
scanning electron microscope. The electron beam grew a single whisker at the apex
of the cantilever tip. A whisker (~800 A radius end) grown on a cantilever using a
10 keV electron beam is shown in Figure 7a. A second method produced a coating
of filamentous carbonll over the entire cantilever by catalytically decomposing
propane at 700 °C. Part of a filamentous carbon coating on a silicon nitride
cantilever is shown in Figure 7b below. Tips with these types of carbonaceous
coatings tended to produce sharper images of fiducial samples and one of the tips
coated with filamentous carbon produced an image in which ~2,000 A pores in
alumina membranes were identifiable (Figure 8).

- -
a) Tum b) T um
Fig. 7 a (Left) Electron micrograph of showing carbonaceous filament grown
selectively at the apex of a cantilever tip using contamination lithography.
Fig. 7 b (Right) Electron micrograph showing filamentous carbon deposit on tip.

Fig. 8 AFM scans of 2,000A pores in alumina membrane shown in Fig. la. The
features seen tend to correspond with the sample’s pore structure.

Summary

The inability of conventional tips to image ~2,000 A pores in alumina could
be due to strong interactions with surface absorbates and chemical groups
terminating porous oxide surfaces. These interactions could potentially even
produce a capillary force, pulling the tip inta a pore. Carbon coatings that produced
images of ~2,000 A pores are expected to have relatively nonpolar surfaces which
would reduce interactions with species present on oxide surfaces.

g g T TN DI i h AT AR e 4



156

References
1. C. N. Statter: id, Heterogeneous Catalysis In Industrial Practice, 2nd ed.
{(McGraw-Hill inc., New York, 1991), pp. 87-172.

2. D. Vaughn in Zeolites: Facts, Figures, Future edited by P. A. Jacobs and R. A.
van Santen (Studies In Surface Science And Catalysis 49, Elsevier, Amsterdam,
1989) pp. 95-119.

3. C. ]. Brinker and G. W Scheer, Sol-Gel Science, (Academic Press, Boston,1990),
pp-1-21.

4. ]. H. Sinfelt, Bimetallic Catalysts, (John Wiley & Sons, New York, 1983), pp. 131-
155.

5. C. E. Jahnig, D. L. Campbell, and H. Z. Martin in Proceedings Of International
Fluidization Conference, edited by J. R. Grace and J. M. Matsen (Engineering
Foundation, Plenum Press, New York, 1980). pp. 51-98.

6. A. F. Leenaars, K. Keizer, and A. . Burgraff, ]. Mater. Sci. 19, 1077 (1984).

7. P. Rasch, W. M. Heck!, H. W. Deckman, and W. Haberlee in Synthesis/
Characterization and Novel Applications Of Molecular Sieve Materials, edited
by R. L. Bedard, T. Bein, M. Davis, ]. Garces, V. Maroni, and G. Stuckey (Mater.
Res. Soc. Proc. 233, Pittsburgh PA, 1991) pp. 287-293.

8. R. C. Furneaux, W. R. Rigby, A. P. Davidson, Nature 377, 147 (1989).

9. H. W. Deckman and }. H. Dunsmuir, J. Vac. Sci. Technol. B1, 1109 (1983).

10. H. W. P. Koops, R. Weiel, and D. P. Kern, J. Vac. Sci. Technol. B6, 477 (1988).

11. R. T. K. Baker, Carbon 27, 315 (1989).

Acknowledgments

The authors gratefully acknowledge technical assistance provided by
J. McHenry and F. Lai.

P

T —
O e B s P ST 28 -



157
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Abstract

The atomic arrangements of the -7x7 phase and incommensurate phascs of Al
adsorbed Si(111) surface are investigated respectively by scanning tunneling microscopy
{STM). STM images of «-7x7 surface reveal that charactenstic triangular structures consisting
of three Al adatoms situaled on the center part of each half unit cell. The three Al adatoms form
a tnangular cluster and are bonded to the center adatoms. In this situation, the dangling bond of
the center adatom is saturated, which would modify its electronic structure into non-metallic. The
incommensurate phase is consists of approximately 9x9 structures, which are separated cach
other with misfit dislocations. In the "9x9" structure, individual Al atom is visible arranged in
threefold symmetiy.

Introduction

Among the metal adsorbed Si(111) systems Al induced reconstruction has been one of
tie most attractives because of various structural phases. Investigations by low-energy electron
diffraction (LEED)[1,2}, angle-resolved ultraviolet photoelectron spectroscopy (ARUPS)|3} and
clectron energy loss spectroscopy (EELS){4] etc. have been reported on their atomic or
clectronic structure. Hamers et al. studied the /3 x/3, /7x/7 and Al-7x7 reconstructions, which
appear at around 600C with a coverage of less than 1 ML, with STM and scanming tunncling
spectroscopy (STS). According to the recent LEED and RHEED studics|2], the Al-7x7 phase,
which was denoted in earlier LEED work as "y-7x7 phase” by Lander and Morrison|11, is aot
correct by name, since it does not have 7 but approximately 9 times periodicity. Hence this
phase is referred to as "incommensurate phase”. In contrast to the extensive studies of the above
phases, few altention has been paid to «-7x7 reconstruction appearing at low temperature and
low coverage. LEED pattern of this phase has a 7x7 periodicity but is different from that of
clean Si(311) 7x7 surface[2]. The atomic structure of this phase has not been determined
because the number of atoms in a unit ccli is too targe for dynamical LEED calculation, in
addition to the lack of appropriate structural models.

In this paper we report the first STM observation of the a-7x7 and incommensurate
phases on an atomic scale. The STM image over the a-7x7 surface reveals that a characteristic
triangular cluster consisting of three Al atoms adsorbs on the center part of cach half unit cefl
The cluster affects the clectronic structure of center adatoms while none of comer adatoms.
High resolution images over the incommensurate phases demonstrate that individual Al atoms
arc clearly resolved and the periodicity of the surface observed is not 7x7 but almost 9 x 9,

which is contrary to the STM work reported carfier by Hamers {5] but is consistent with recent
LEED study}2].

Expenmental

The STM used is a commercial one (JEOL JSTM-4000X V) which is designed for high
temperature operation in ultra-high vacuum. The sample used as substrate is 1-19Qcm, B-doped
Si(111) wafer. Belore being loaded into the STM chamber (2x10°8 Paj the samplc is
ultrasonically cleaned in acetone. It was then outgased in the STM chamber for 12 hours and
linally flashed repetitively at 1200°C to obtain a large flat arca of the clean 7x7 surface. A
tungsten wire is electrochemically ctched for use of the probing tip. No thermal drift correction
is made on STM images.

Mat. Res. Soc. Symp. Proc. Vol. 295. © 1993 Materials Research Soclety
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Results and Discussion

(a) «-7x7 phase

Figure 1 shows the a-7x7 surface after deposition of a few monolayer Al at 412°C
obtained with the sample bias of -0.12V in the constant height mode. The 7x7 pericdicity is
clearly observed but definitely different from that of the clean surface. Only comer adatoms are
visible, indicating that A} atoms react preferentially to center adatoms. With increase of the bias
voltage (-2.0V), a bright triangular protrusion appears in the center of the half unit cell, as is
shown in Fig.2. A 7x7 unit cell is drawn for reference. In consideration of their size and shape,
they are likely to be clusters consisting of three Al atoms.

rig.1. STM image of a-7x7 surface at 412C obtained at the sample voltage of -
0 12V in a constant height mode, Only center adatoms are visible The size is 13 x K
10 nm

fig. 2 The «-7x7 surface obiained a1 the sample voltage of -2 0V in the constam
curreat made Bright triangular protrusions correspond to Al clusters which locate at
the center part of the half unit cells. The «ize is 13 x 12 nm?
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Fig. 3 A proposed structural mode] for a-7x7 surface. Three Al aloms [orms a
cluster sitting on the center part of a half unit cell

Fig. 4. Coexisted surfuce with 3x 3, '7x'7 snd incommensurate structures {y). The

sarr;ple voltage 1s 1,47 V with an average cument of 0.30nA. The size is 165X 19§
am=,

Figure 3 shows a proposed structural model for a-7x7 structure. Al atoms {orm clusters
by bonding each other and adsorb over the center adatoms. As a result, the number of dangling
bond per half unit cell is reduced by three with a saturation of dangling bonds of the center
adatoms. The saturation of dangling bonds causes the reduction of surface density of states near

the Fermi encrgy, resulting in no protrusions as seen in Fig.}. Almost similar result was
reported by St.Tasch et al. for Cu/Si(111) {6].

(b) Incommensurate phase

[ncommensurate phase appeats at about 600°C with a coverage of about | ML This
phase had long been mistaken for showing 7x7 periodicity. According to the recent LEED
experiment [2] it shows mostly approximate 9x9 incommensurate structure togethe r with a
famnt feature of 5x5 periodicity. The same structure was also reported by REM study(7)

A few monolayer of Al 1s deposited onto the clean 7x7 surtace. Figure 4 shows an STM
image of the surface after annealing at 600°C for 10 seconds The sample voltage is 147V
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fag S Fhgh-resofution image of the meommenstrate srietufe fadey idual AP atom s

resolved on the tangls with 939 of 355 unes reconstruetion Taach trranple
i - -

separated by dark Hines, musfit dislocations The sz 16 76 nm-

taken in a constant height made The suriety ol structures, 3, 77 and mcommensurate
phases, arc observed to coexist on the sutface The /747 structure consists of Al tnimers 1
consistent with the carlier STM work by Hamers {5] The incommensurate phase consists of
characteristic tnangies Figure § shows a closer image of the sncommensurate structure The wize
of the tnangle 15 about 8 94 times as that of bulk S1, the value of which s very close 1o that
reported by LEED study [2] Smaller tnangics with 5%5 structure arc also observed in a tew
cases Each tnangle 1s scparated by dark lines which 1 considered o be noshit disfocations On
the terrace of the tnangles is observed individual At atom arranged i threctond <y mmetny

Summary

We have observed the (787 and incommensurate phases in a AL SHTEHY system by
scanning tunncling microscopy The -7x7 surface has a 7x7 penodicity based on the wdeal TNT
aructure Al atoms adsorb m the form of ctusters on the center part of halt unu celte which
would affect the electronic structure of conter adatoms by saturation of therr dangling bonds
High-resolution images of the incommensurate surtace reveal that characternstic tnangles with
about 9 and 5 times(in a few case) penadiaity covers over the surface. cach of which s separated
by mushit distocanons Individual Al atom s arranged with threetold ssmmetry on the lefrace ot
the triangles
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STRUCTURE OF THE £=3 ({11) GRAIN BOUNDARY IN Cu-1.5%Sb

RICHARD W. FONDA AND DAVID E. LUZZI
Laboratory for Research on the Structure of Matter and Department of Matenals Science
and Engineering, University of Pennsylvania, Philadelphia, PA 19104-6272

ABSTRACT

e UL L 1AM L

Grain boundaries in quenched and aged Cu-1.5%Sb were examined with Auger
electron microscopy, transmission electron microscopy, and high resolution electron
microscopy. The I=3 grain boundaries are sirongly faceted, with the facets lying
primarily along the coincident (111) planes of the two grains. The grain boundaries are
enriched in antimony, as demonstrated by both AES and HREM. HREM images of the
£=3 (111)  (111) grain boundary differ from those of the Cu-Bi £=3 (111)}}(111) grain
boundary in the lack of a significant grain boundary expansion to accommodate the
excess solute at the boundary. A preliminary investigation of the atomic structure of the
=3 (111){j¢111) facct by HREM and multistice calculations is presented.

+
i

INTRODUCTION

! ' Many alloys of copper exhibit segregation of solute to the grain boundaries. In
Cu-Bi, Ference and Baluffi [1] have demonstrated that segregation of bismuth to the
grain boundary induces a faceting transformation of that boundary. This faceting is
common, occurring on a variety of crystallographic planes, but grain boundaries between
grains with the £=3 misorientation exhibit a strong tendency for faceting. For example,
after 24 h at 600°C, approximately 30% of the total grain boundary area consists of
faceted £=3 grain boundaries [2]. The abundance of faceted boundaries in this alloy,
as well as the increase in grain boundary area necessary to facet a boundary, attests to
a low interfacial energy of these facets. The atomic structure of the primary facet
orientation of grain boundaries in Cu-Bi, the L=3 (111)]] (111) facet, has recently been
solved by HREM and atomistic calculations {3]. This structure contains a very large
expansion of the grain boundary, with a close-packed plane of large bismuth atoms
positioned above periodic vacancies in the (111) copper grain boundary plane.
Antimony is also known to embrittle copper, although not as severely as bismuth
[4]. Since the chemistry of antimony and bismuth in copper should be similar, the most
: important difference is in the atomic sizes. The atomic radius of antimony is much
1 smaller than bismuth but still significantly larger that copper. Therefore, it is of interest
to explore the different structures which can form on grain boundaries with the same
| misorientation and boundary plane. In this paper we present preliminary results of a
i study of the E=3 (111)]](111) grain boundary in Cu-1.5%Sb.

EXPERIMENTAL
Samples of Cu-1.5%Sb were prepared following the procedure used in the

preparation of Cu-Bi samples {2}. The Cu-Sb alloy was cast into a 12 mm diameter
mold. The cast structure was removed by annealing this sample, which had been

Mat. Res. Soc. Symp. Proc. Vol. 295. * 1993 Materials Research Society
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encapsulated with excess antimony, for 24 h at 650°C. The annealed sample was then
swaged to a final diameter of 3 mm with one intermediate anneal. Isothermal heat
treatments were conducted on lengths of this swaged rod, which were encapsulated with
turnings of the same alloy to reduce antimony loss from the sample. Heat treatments
were performed at 600°C for 3 h, 6 h, and 24 h. This treatment resulted in
embrittlement of the grain boundaries. TEM samples were prepared by mechanically
thinning slices of the heat treated rods to 110 um, followed by electrochemical etching
with 30% nitric acid in methanol at 100 V and electropolishing with the same solution
at -60°C and 130 mA (13 V) to perforation. These samples were analyzed on a Philips
400T and JEOL 4000EX. Auger spectroscopy was conducted on a Perkin Eimer PHI-
600 scanning Auger microprobe equipped with an in-situ fracture mechanism.

RESULTS AND DISCUSSION

The =3 orientation relationship is defined for fcc metals as a 70.52° rotation
of one crystal about a common [110] zone axis. This rotation produces superposition of
all of the atomic sites on every third (111) plane. Therefore, if there are no rigid body
displacements at the interface, the structure of a £=3 (111){}(111) grain boundary is
crystallographically identical to that of the £=3 (111)] (111) twin boundary. Both of
these interfaces would therefore te indistinguishable. However, in alloys which exhibit
grain boundary segregation, the accumulation of solute at the grain boundary is likely to
increase the interfacial energy of the X=3 grain boundaries while decreasing the total
energy of the material. This difference is reflected in the contact angle of a high angle
grain boundary which is intersected by the £=3 boundary. If the =3 boundary were
a twin boundary, the low interfacial energy would produce a very small inflection of the
intersected grain boundary. However, if this were a £=3 gmin boundary with
segregated solute, the higher interfacial energy would produce a significant inflection of
the intersected grain boundary. This criterion was used to determine the nature of L=3
boundaries in this study, and only ¥ =3 boundaries which could be definitively defined
as £=3 grain boundaries were used in the analyses.

Figure 1. Typical morphology of the Z=3 grain boundary. The grain boundary plane
is strongly faceted along (111)fj(111). The diffraction pattern shows the E=3
misorientation with coincident reflections from the (111) planes.




Whereas faceted =3 grain boundaries comprise up to 30% of the grain
boundaries in Cu-Bi, there were only about 4% of these boundaries in the samples of Cu-
Sb examined. The large driving force for their formation which is present in Cu-Bi is
apparently not present in the Cu-1.5%Sb. However, the E=3 grain boundaries in Cy-
1.5%8b were all observed to be strongly faceted. These boundaries were almost
exclusively faceted in the (111) || (111) orientation (Figure 1). Presumably, as in the case
of Cu-Bi, the formation of a large number of (111)]](111) facets is a result of the
pressure of segregant at the boundary; the driving force for segregation to a twin
boundary is quite small in fcc alloys. The diffraction pattern of the boundary in Figure
1 demonstrates the £=3 orientation relationship, with coincident [110] zone axes and
superposition of the (111) reflections. Small steps on different facet planes were
occasionally observed (Figure 2). In this image, the intersection of the two small steps
with the foil surface show them to be faceted in different orientations. This indicates that
the energy of these two facet orientations is similar. There is therefore no preferred
facet orientation other than (111)](111), as would be predicted from the predominance
of this facet.

Figure 2. Image of a
stepped I=3 grain
boundary with three
different facet planes.
This bc dary shows
the precominance of
the (111)} (111) facet
orientation.

The segregation of antimony to the grain boundaries was measured by Auger
electron spectroscopy. A notched 3 mm rod which had been heat treated at 600°C for
6 h was fractured in-situ at -190°C to ensure intergranular fracture with minimal
deformation. The distribution of antimony on different grain boundary faces was very
similar. A typical spectrum is shown in Figure 3. Semi-quantitative analysis of this
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Figure 3. Auger electron spectroscopy Figure 4. Auger electron spectroscopy
of an in-situ intergranular fracture of the same sample after removal of the

surface of Cu-Sb, grain boundary layer.
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spectrum revealed an antimony concentration of about 7% at the grain bondary. In order
to directly compare this result with the composition of the grain interiors, the
intergranular fracture surface was sputtered with 3 keV argon for 10 min followed by
chemical analyses of the exposed surface. Analyses of these grain interiors (Figure 4)
revealed an antimony content which was less than one-third of what was observed at the
grain boundaries, demonstrating that there is significant segregation of antimony to the
copper grain boundaries.

High resolution images of the =3 (111)||(111) grain boundary (Figure 5) are
very similar to images of a twin boundary. However, images of the grain boundary
typically exhibit a higher brightness of the boundary plane; images of a twin boundary
show a uniform contrast across the boundary. This grain boundary contrast is even more
evident at other defoci. Figure S also demonstrates a slight asymmetry in the interface.
While the grain boundary atoms are perfectly aligned with the atomic sites of one grain,
the other grain is slightly displaced parallel to the grain boundary. This displacement
causes the grain boundary sites to be displaced from the atomic planes of that grain.
Both the increased grain boundary intensity and this slight displacement paraliel to the
boundary are further evidence of segregation to this boundary.
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Figure 5. High resolution image of the =3 (111)|(111) grain boundary. Note the
bright contrast at the grain boundary plane.

Multisiice image simulations were used to investigate possible structures of this
segregated £=3 grain boundary. Replacing one-quarter of the grain boundary sites with
antimony will reproduce a similar environment at the grain boundary to the low
temperature copper-rich equilibrium phase, Cu, ;Sb, which has a DO, structure [5]. The
distribution of solute atoms within the grain boundary plane and the simulated image of
this structure are shown in Figure 6. The periodic grain boundary contrast disptayed in
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this image is not experimentally observed even though it is preserved for many other
thicknesses and defocus conditions. A better match with the experimental images is
produced for the grain boundary structure analogous to the Cu-Bi Z=3 grain boundary
structure but which contains no rigid body expansion. This structure has solute located
at second-nearest neighbor positions within the grain boundary plane. The solute
distribution and simulated image of this structure are shown in Figure 7. The major
improvement in this image over Figure 6 is that the periodicity of the contrast within the
boundary plane is reproduced. The overall grain boundary contrast is decreased with
respect to the experimental image and some blurring has occurred. This structure
contains a 1/3 occupancy of antimony on the boundary lattice sites which is consistent
with the Auger determination of 7% antimony at the boundary. This value of 7% is
obtained by assuming that the antimony is strongly segregated to the grain boundary, that
the escape depth of a low energy copper Auger electron is three atomic layers, and that
one-half of the antimony is present on each face of the fracture surface.
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Figure 6. Schematic of solute distribution on the grain boundary plane for a DO;,-like
structure and simulated image of this structure. The grain boundary in this structure is
1/4 antimony.
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Figure 7. Schematic of solute distribution on the grain boundary plane for a structure
similar to the Cu-Bi £=3 (111)]/(111) grain boundary ard simulated image of this
structure. The grain boundary in this structure is 1/3 antimony.




It is clear from simulations that the presence of antimony at the grain boundary
can induce significant changes in local contrast. It is expected that this contrast will be
a strong function of specimen thickness, defocus, the arrangement of antimony on the
boundary lattice sites, and the compositions of antimony, copper, and point defects.
Work is now in progress to vary the last two parameters within the constraints of the
observed periodicities, the rigid body displacements at the boundary, and the Auger data
in order to reproduce boundary images as a function of defocus and thickness.

SUMMARY

Electron microscopy was used to examine the grain boundaries in Cu-1.5%Sb.
The segregation of antimony to grain boundaries was observed by Auger electron
microscopy. The concentration of antimony at the grain boundary was more than three
times the concentration within the grain. Grain boundaries with the £=3 orientation are
strongly faceted, and the facet plane of these boundaries is predominantly (111)( (111).
HREM images of this facet orientation exhibit a high intensity of the grain boundary
plane, and a slight displacement of one grain parallel to the boundary, which are not
present in the image of a twin boundary. However, the large grain boundary expansion
which was observed in Cu-Bi was not present in this alloy. In addition, the high
concentration of £=3 grain boundaries in Cu-Bi is also not paralleled in Cu-Sb. Only
about 4% of the grain boundaries in Cu-Sb exhibit this misorientation.
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ABSTRACT

High resolution imaging technique is applied to systematically study the £ =3 NiSi2
(T11)/(175) Siand NiSi2(221)/(001)Si interfaces. The long-period boundaries of £ =3 NiSiz
(T11)/(175) Si and NiSi2(221)/(001)Si have been shown to decompose into short period of
symmetrical NiS2(111)/(111)S1 and NiSi2(112)/(112)S1 atomic facets which are similar to the
case of asymmetrical twin boundaries in NiSi2 crystal. This resuit is consistent with the
computer simulation in grain boundary case that asymmetrical tilt boundaries which are
generally of longer periods may facet on an atomic scale into short period symmetrical
boundanes.

The domain-refated atomic faceting interfaces have been found in both of X =3 NiSi2
(T11)/(1T5) Si and NiSi2(221)/(001)Si interfaces. The coexistence of two domain-related
atomic faceting interfaces in the =3 NiSi2 (111)/(115) Si has also been observed in different
area of an interface which are separated by a 1/4<!11> type of dislocation associated with a
‘demi-step’. The Burgers vector and step of a dislocation required to separate two domain

structures in the X =3 NiSi2/Si interface can be derived from the CCSL model.

INTRODUCTION

Usually, there are two observed orientations for epitaxial NiSi2 and CoSi2 on Si,
known as type A and type B orientations. Both NiSi2 and CoSi2 have the CaF> structure which
have lattice mismatch 0.4% and 1.2% with the substrate Si, respectively. Type A silicides have
the same crystallographic orientation as the substrate, while type B silicide shares the substrate
[111] axis, but is rotated 180° about this axis. Applying the idea of Constrained-Coincidence-
Site-Lattice (CCSL) model {1, 2] =1 and ¥=3 CCSL unit cells for type A and type B
NiSi2/8i can be obtained by constraining 0.4% in <100> direction of Si crystal, respectively.

In the previous high resolution electron microscopy studies of the NiSi2/Si and
CoSi2/Si interface.[3-12]., particular attention was given to the coordination of the interfacial
metal atoms at T=1 NiSi2/(001)Si, Z~1 NiSi12/(111)Si and =3 NiSi2/(111)S1 interfaces.

In this paper, we report a systematically HRTEM investigation on the long-period
boundaries of =3 NiSi2(2Z1)/(001)Si and Z~3 NiSi2 (111)/(115) Si. All possible domain-
structures of Z=3 NiSi2{221)/(001)Si and T=3 NiSi2 (111)/(115) Si interfaces and their
associated dislocation can be deduced from the Constrained-Coincidence-Site-Lattice model.

EXPERIMENTAL PROCEDURES

The epitaxial NiSi2 thin film were grown by depositing 30nm metal nickel on
phosphorus doped (001) oriented silicon wafer followed by isothermal annealing in a three
zone furnace at 800°C in N2 ambient for 20 min. A standard method of processing metal
silicide thin films was described in detail elsewhere [13]. High resolution imaging was carmed
out in a JEOL 4000EX microscope with Cs=1.0mm, focus spread A=1Snm and beam
divergence a=0.55 mrad. The ‘optimum underfocus’, -1.2(CsA)!? of the JEOL 4000EX is
near -50 nm. However, the high resolution image contrast behaviors of Si as well as NiSi2

crystal within the underfocus values of -32 nm and -50 nm are not much different. The bright
duio 1 e, Righ resolution images of NiSi2 and Si viewed along a common [110] direction
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correspond to the positions of empty channels in these two structures for the undertocus values
of -32 nm and -50nm, except bright dots are elongated along {110] in the high resolution image
of NiSi2 for a underfocus value of -50 nm. Except mentioned specially, all the high
resolution images shown in this paper were taken at a underfocus value -32am. The
underfocus value is estimated from the minimum contrast of the amorphous region in the edge
of specimen. Program "CrystalKit" written by Kilaas [14] was used as an aid to model the
complex atomic structure of the symmetrical and the asymmetrical boundaries. Computer
i[mage simulation was carried out using a program *MacTempas” also developed by Kilaas
14].

RESULTS

CCSL Model of NiSi2/Si interfaces

The lattice constant of NiSi2 is 0.504nm and the unit cell of NiSi2 is composed of three
interpenetrated f.c.c. cells whose origins located at Ni (0,0,0), Si (1/4,1/4,1/4) and Si
(3/4,3/4,3/4), respectively, Each Ni atom in NiSi2 is surrounded by eight equidistant St atoms
whereas each Si atom is surrounded by four equidistant Ni atoms. The bonding length of Si-Ni
bonds in NiSi2 is the same as Si-Si bonds in Si given by 0.234nm. The CCSL dichromatic
patterns can be generated by selecting different Si atoms in NiSi2 and Si crystals as the onigins
and subsequently it yields four possible CCSL dichromatic patterns formed by NiSi2 and Si

crystals for Z=3. The CCSL unit cells of Z=3 are shown in the figure 1 . The CCSL patterns
in (b), (c) and (d) can be obtained from that in (a) by shifting the Si crystal a vector b, ¢ and d,

respectively, indicated in figure 2 for Z=3. The vectors b and ¢ are the 1/4<111> type of
vecters. However, these two vectors are different. The b type of vectors join two Si atoms in
Si crystal, while e type of vectors are not the vectors joining two Si atoms. The d vectrr are
1/2<010> type. An interfacial dislocation of Burgers vector b, ¢, or d is needed to separate
two coexisting interfacial domain structures creatcd from two different CCSL dichromatic
patterns [15-17].

The procedures of constructing possible unrelaxed geometric models for an interface
were given by Pond [15,16]. The (C)CSL dichromatic patterns of two crystals can first be
constructed. Possible unrelaxed geometric models of a bicrystal are then created from placing a
chosen orientation of interfacial plane in the (C)CSL dichromatic patterus, and subsequently
locating atoms of crystal 1 in one side of interface and atoms of crystal 2 in the other side of
interface. Further relaxation such as relative displacement of the adjacent crystals, migration of
the interfaces, local relaxation of individual atoms, or removal or addition of atoms in the
interface core may be involved to achieve the final low energy interface structures.

e Si
[110] [T1Z].. Figure 2 Vectorsof b, ¢ and d in the Si crystal Vectors b
St and c are 1/4<111> type, while vectord is a 1/2<010>
Fig. 1 The CCSL unit cells of 2~3.
@ is the coincidence sites of Ni and Si atoms
@ is the coincidence sites of Si and Si atoms
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Interface structure of £=3 NiSi2(22.1¥(001)Si and NiSi2( 11 1¥/(115)8i

Since the boundary plane of NiSi2 and Si are crystallographically different for £=3

NiSi2(221)/(001)Si and NiSi2(T11)/(115)S1 interfaces, we refer these two interfaces to be
asymmetrical ‘hetero-twin' boundaries. These asymmetrical *hetero-twin' boundanes have

been shown to form symmetrical atomic facets of (11T)Nis2/(111)si and (112)Nisi/(112)si
(18] which is similar to the case of asymmetrical twin boundaries in NiSiz crystal {19]. This
result is consistent with the computer simulation in grain boundary case that asymmetrical tilt
boundaries which are generally of longer periods may facet on an atomic scale into short period
symmetrical boundaries [20-21].

Four possible models of atomic facets for £=3 NiSi2(221)/(001)Si interface can be
deduced from the CCSL dichromatic patterns by the procedures given in last section and are
depicted in the figure 3 (a) to (d). The symmetrical atomic facets of (111)Nisiz/(111)siand
(112)nisi2/(112)si facets are shown by dashed lines. The (11 DNisi2/(111)si facet contains 6-
atom ring and the (112)Nisi2/(112)si facet contains 5- and 7- atom rings. In the modeis 3(a) and
(b), the bond length of Ni-Si and Si-Si are everywhere preserved as those in the bulk,
however, the Ni-Si and Si-Si bonds of 5-atom, 6- atom and 7-atom rings for the structure
models 3(c) and (d) are slightly distorted. The simulated images of these four models for a
underfocus value -32nm and thickness 4nm are depicted in figures 4(a) to (d). As we can see,
the common {111} lattice planes of both crystals in the simulated image of figure 4(b)
continuously across the interface, while those of figures 3(a), () and (d) are slightly shifted.

(c) (d)

Figure 3. Four possible models of atomic facets for Figure 4 The simulated images of four
=3 NiSi2(221)Y/(001)Si interface deduced models in figure 16 for a

from the =3 CCSL dichromatic pattems underfocus value -32nm and
thickness 4nm
Figure 5(a) shows a high resolution image of £=3 NiSi2(221)/(001)Si interface. The model of
this image can be constructed independently from the reference of positions of bright dots and
is same as that given in the figure 3(b). The simulated image in figure 4(b) is shown as an
norLset' indﬁgure 5(a) and good match between the simulated image and experimental image is
tained.

Figure 5(b) is the other high resolution image of £=3 NiSi2(221)/(001)Si interface.
Carefully comparing the difference between figure 5(a) and (b), the common {111} lattice
planes continuously cross the boundary which are shown as a continuous dark line in the
figure 5(a), however, the common {111} lattice planes of both crystals are shifted across the
boundary and are shown as a broken solid line in figure 5(b). In addition, the contrast of bright
dots in this interface seems to suggest that the structural unit rings are distorted compared with
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Figure 5 (a) and (b) are two different contrast of high resolution images of £=3
NiSi2(221)/(001)Si interface. The top crystal is NiSi2 and the lower crystal is Si.

that in the interface of figure 5(a). Examining the simulated 1mages 1n figures 4(a) to (d), the
simulated image of interface model in figure 4(d) which shows periodic arc contrast in the
interface matches superior to the others. This simulated image is shown as an inset in the
figure 5(b) for comparison. A d-type of 1/4<111> type of interfacial dislocation is required for
the coexistence of these two domain-related atomic faceting interfaces.

The coexistence of two domain-related atomic faceting interface is found in a =3
NiSi2(111)/(175)Si interface and is shown in the figure 6(a). These two faceting structures are

separated by a dislocation which is shown as a symbol L in the figure 6(a).. It can be seen that
a set of common {111} lattice plane shown as a dark line continuously passes through the
boundary in the right hand side of distocation, while the {111} lattice planes in the left hand
side of dislocation aiu shifted slightly which is shown by the broken dark line. The structure
model of figure 6(a) is depicted in figure 6(b). This structural model is constructed with the
reference of the positions of the bright dots i the figure 6(a).

Again, similar to the case of the £=3 NiSi2(221)/(001)Si interface, there are four

possible structural models for =3 NiSi2(111)/(115)Si interface which can be deduced from
the CCSL dichromatic patterns. They are depicted in figures 7(a) to (d) and their simulated
image for a underfocus value -32nm and thickness 4nm are shown 1n figures 8(a) to (d). The
Burgers vector of the dislocation in the figure 6 is, therefore, a b-type of 1/4<111>, since it
separates two domain-reiated atomic faceting interfaces which can be deduced from the CCSL
patterns in figure 1(a) and (b). This b-type of 1/4<1]1> dislocation is associated with a demi-
step which separates two different terminating lattice planes of NiSi2 in the interface [17] This
1/4<111> dislocation may be responsible for the accommodating the misfit and migration of
the =3 NiSi2(111)/(115)Si interface by a process similar to diffusion jnduce grain boundary
migration (DIGM).

As it can readily be seen, the simulated image of structural mode! in figure 8(a) shown
as an inset matches with the experimental image in the left hand side of dislocation, while that
in figure 8(b) matches with the experimental image in the right hand side of dislocation. The
Z=3 NiSi2(111)/(115)Si interface of structural models (¢) and (d) were not found in our
experiment. However, they may also exist in different parts of interface.

DISCUSSION AND CONCLUSIONS

The possible geometrical structure models of NiSi2/S: interface can be
completely derived from the CCSL dichromatic pattems. The long period of asymmetrical X =3
NiSi2(22H/(001)Si and NiSi2 (T11Y(115)S; interfaces form symmetrical {111)ms2/(111)s1
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rface. These two faceting structures are separated by a

1/4<111> dislocation which is shown as a symbol 1. (b) The structure model of

figure 6(a).

NiSi2(11/(1T5)Si inte

Figure 6 (a) shows the coexistence of two domain-related atomic faceting interface in a £=3
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and (T12)Nis12/(112)s: facets in atomic scale which is similar to the case of asymmetrical tilt
grain boundary. The domain-related structure were found in the atomic faceting £ =3
NiSi2(221)/(001)Si and NiSi2 (T11)/(115)Si interfaces. Two domain-related interfaces are
separated by a 1/4<111> type dislocation which is associated with a demi-step. The 1/4<111>
dislocations may be responsible for accommodating the 0.4% lattice misfit and for migration of
the interface by a diffusive flux of Ni or Si atoms which is a process similar to the diffusion
induced grain boundary migration (DIGM) in grain boundary case [22, 23].

Qualitatively, the interfacial energy is dependent on the number of distorted bonds,
dangling bonds in the boundary core [24] and the coordination number of Ni atoms [25-27].

The interfacial energy of the domain structure in the T =3 NiS§i2(221)/(001)8i interface of
figure 5 (b) may be higher than that in the figure 5(a), since the length and angl. of Ni-51
bonds of the 5-, 7- and 6- atom rings in figure 5(b) are stretched and distorted compared with
those in the interface of figure 5(a). The interfacial energy of two domains in the NiSi2
(111)Y/(175)Si interface may be also different, since interfacial Ni interfacial atoms are S-fold
coordinated left hand side of dislocation and are 6-fold coordinated the right hand side of
dislocation. Calculation of interfacial energy is not attempted in this research. However, the

existence of different domain structures in the atomic faceting £ =3 NiSi2(221)/(001)Si and

NiSi2 (T11)/(115)Si interfaces may suggest that they are metastable structures which could
transform to each other by gliding or climbing a 1/4<111> dislocation. .
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IMAGE SIMULATIONS OF Ge TWIN BOUNDARIES.

STUART MCKERNAN AND C. BARRY CARTER.
Department of Chemical Engineering and Materials Science, University of Minnesota,
Minneapolis. MN 55455.

ABSTRACT

General high-angle tilt grain boundaries may be described by an arrangement of repeating
structural units. Some grain-boundary defects may also be modeled by the incorporation of
structural units of related boundary structures into the boundary. The simulation of these
structures requires the use of prohibitively large unit cells. The possibility of modeling these
boundaries by the superposition of image simulations of the individual structural units is
investigated.

INTRODUCTION

The modeling of general tilt grain-boundaries in terms of repeating structural units with
varying scparation is now well documented. High-resolution electron microscope (HREM)
images obtained from different tilt grain-boundaries in many materials display a remarkable
similarity in the configuration of the image contrast at the grain boundary, implying a similarity in
the boundary structures. In general there will be different structural units (or different spacings
between the structural units) along a boundary, according to the local orientation of the grain-
boundary plane. Defects may be introduced into the grain boundary; for example by deviations of
the boundary plane away from the perfect tilt orientation, These crystallographic defects result in
the appearance of defects in the repeating structural-unit configuration. If they have a regular and
well defined structure, these defects may be viewed simply as a more complex type of structural
unit.

These structural units have traditionally been examined by high-resoluticn clectron
microscopy. Images obtained in this way are particularly sensitive to the presence of defects,
such as dislocations or steps in the boundary plane, which occur throughout the th' kness of the
foil parallel to the electron beam. This is becavse the HREM images are determined primarily by
the projected structure of the boundary and not by the full three dimensional structure. Typically
areas of the boundary selected for detailed analysis are those which appear to bz in perfect
alignment, and devoid of defects. This strategy minimizes the variation in the different variables -
such as specimen misorientation, boundary misorientation. thickness variation across the
boundary etc., which must be used in generating simulated images 1o compare with the
experimental image. The number of such boundaries which may be analyzed is rather small. For
tilt grain-boundaries with simple structural units, the “supercell” required to generate a simulated
image of the boundary is relatively small; maybe 2nm by 100nm. For the case of more complex
structural unit repeats, or defects in the structural unit repeat, much larger “supercelis’ are
required, with a concomitantly larger amount of computer time to generate the results,

The £27 <110> symmetrical tilt grain-boundary segment in Ge has a fairly complex
repeating structural unit configuration, and can occur in different configurations {1-4]. Defects in
the ordering of the struc.ural units are also obscrved {3], as well as defects in the grain boundary
structure itself [4]. It thus represents a boundary which may be fruitfully investigated using
simulated images of individual structural units,

EXPERIMENTAL

Crzochralski grown incoherent L = 3 Ge bicrystals have been produced previously [S]. The
X = 3 houndary dissociated into a Z =27, third order twin boundary and several coherent £ =3
first order twin boundarics. TEM samples were prepared from the £ = 27 boundary and
examincd in a high-resolution TEM.

Mat. Res. Soc. Symp. Proc. Vol. 295. - 1993 Materials Research Society
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Figure 1. High-resolution lattice image of a defect (inwrface step) on the symmetric & = 27
tilt grain-boundary in Ge

Multishice image simulations were performed on several different structaral-unit models. The
structural-unit “umit cell” was created using CrystalKit [6] software on g Muacintosh Quadra
computer. The width of the unit cell was taken as the repeat distance 10 the (552 interface plane -
2.94 nm. The length of the unit cell was varied 1o insure adequate separation of the boundary
from the image boundary necessary for the penodic boundary condiions impased by the
multislice program. Different arrangements of the atoms at the boundary plane were obtaned by
creating the boundary in different Jocations within the hicrystal, and adjustung the positions of the
atoms at the interface to get the appropriate model structure. The simulations were performed by
MacTempas {6} and by EMS [7] - both using the atomic pusitions generated by CrvswlKit
Images were stmulated for a crystal Toam thick, imaged at 300kV with ¢ convergence angle of
0.5 mrad and 4 focus spread of 9 am.

The image in figure 1 shows a portion of the symmetne ¥ = 27 nle gram boundary in
germanium. containing a defeet. [tis obviously not possible at nresent o ereate model structures,
carey out the simulations, and attempt to maich the images for such an extensive defect structure
within a reasonahle time However, the pattern of intensity at the boundary shows some
repulare s of features. The simalation and matching of indisrdual structora) uniis can, however,
he attempted with current computer hardwaie. A firstor jor model for the defect structure may be
nbtned by matchimg the individual intensity patterns at the boundary wath simulavons of the
ditterent structural units of the boundary, and those of related boundaries

RESULS
Phe tmages i figure 2 shaw the results of simalations cusing EMS1 pertosmed with a shor
urmt colb dett and the comral segion of o ssmulanon performed vsing a bong unst cellinghti The
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Figure 2. Image simulations of the ¥ = 27 symmetric tilt grain-boundary using 5 nm (a.b)
and 10 am (c.d) long unit cells for defocus values of 30 nm (a.c) and 90 nm (b.d). Note the
presence of contrast at the edge of the shorter unit cell because of the image grain-boundary.

lengths used were 2.5 nm and 5.0 nm respectively. It is evident that the contrast at the houndary
is largely independent of the unit-cell size, although some slight differences do exist. In the short
unit cell simulation there is not much undistorted Ge lattice visible between the distorted,
baundary region and the distorted region at the edge of the unit cell. The images are displayed for
two different values of defocus; -30 nm (top) giving “black atom™ and -90 nm (hottom) giving
“white atom” contrast. Under these conditions the image contrast is relatively high, and the
difterences between the images are hard 1o see. Simulations calculated for defocus values giving
very low contrast images tend to he more sensitive 1o precise detals of the unit cell configuration,
probably hecause the Fourier “ringing” associated with the boundarics is not swamped by the
high contrast of the periodic component of the image.

The imagces in Figure 3, pan of a through-focus, through-thickness serics, show the extreme
sensitivity of the contrast at the grain boundary to the particular imaging conditions used. The
simulations were performed for a foil thickness of 10nm and defocus values of 30nm (a) and
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Figure 3. Part of a through-focus, through-thickness series for one model of the X = 27
symmetric tilt grain-boundary of thickness 10 nm and defocus a) 30nm and b) 90nm.

9Unm (h). The contrast of the bulk material in both grains is reversed in the two images as in
Fig. 1. The prominent “white dots™ which mark the position of the boundary in Fig 3a are much
less vistble than the corresponding features in Fig. 3b. This effect is scen in experimental
images, where the visibility of the boundary contrast can change much more dramatically than is
illustrated here.

The images in Figure 4 show simulations performed for a foil thickness of 10nm and defocus
values of 30nm for three different models of the atomic arrangement at the grain boundary. The
maodels used here were simply different orderings of the 5- and 7-fold coordinated rings, and
should thus give large differcnces in the observed intensity patiern along the boundary, which
indced they do. No atiempt has been made at this stage to relax the houndary to a more

energetically favorable configuration, or to adjust the rigid body transiation between the two
grains.

DISCUSSION

Grain-boundary structural units have traditionally been examined by high-resolution clectron
microscopy. It is possible, by inspection, 1o check that the grains on cither side of the boundary
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Figure 4.

Image simulations for three different models for the 3 = 27 tilt grain-boundary
imaged for a thickness of 10 nm and defocus of 30am.
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are adequately aligned, so that the image contrast is relatively easily interpretable. However,
when there are defects present in the grain-boundary, it may not be possible to correctly orient
both grains simultaneously. Even when the two grains appear to be well aligned, the insidious
effects of screw dislocations parallel to the electron beam cannot be ignored. The images are also
affected by defects, such as dislocations and steps in the boundary plane, which give rise to
inclined interfaces within the foil thickness. In analyzing the structure of grain-boundaries these
extrinsic boundary defects must be taken into account. Typically a complementary technique -
such as weak-beam imaging - can be used to determine the presence of these extrinsic boundary
defects. The difference in the appearance of the different suructures in Figure 4 suggests that
some progress can be made in correlating intensity patterns at the boundary with different
stmuctural unit configurations.

Simulation artifacts appear to be well taken care of by the computer programs, provided that
sensible values are input for all the calculation parameters, and that the unit cell size is chosen o
be sufficiently large to avoid interference problems. The output from the two different programs
generally agreed with cach other, although there were some differences in the details of the image
congrast.

Through-focus, through-thickness serics such as these can be used to determine the thickness
and misorientation of the bulk crystals. By combining the information from all the micrographs
in the series, the requirements for any particular structural model to match the image contrast
become more stringent. A degree of sensitivity 1o structure along the electron beam direction is
also acquired. By varying the defocus over a larger range than is common for bulk material,
additional information about the grain boundary structure may be obtained. At relatively large
defocus values, Fresnel fringes are obtained which have previously been us:d to investigate
various average grain boundary properties.

CONCLUSIONS

High-resolution lattice images have been simulated for several possible structural units of the
3 = 27 uilt grain-boundary in Ge. The resulting images clearly show differences in the in.age
contrast at the grain-boundary, which should make it possible to differentiate between different
model structures. The qualitative agreement between the simulated and experimental images is
very good; particularly in the relative intensity of the boundary plane featwres with respect to
those in the bulk. A detailed comparison of the simulated and experimental images is still in
pragress.

Some of the simulation parameters have been investigated. It was foun to be necessary o
create structural unit “unit cells” which were larger than 2.5 nm perpendicular to the grain-
goundary to avoid interference between the computed grain boundary and the image grain

oundary.
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SURFACE STRUCTURE OF OXIDE CATALYST MICROCRYSTALS: HIGH RESOLUTION
ELECTRON MICROSCOPY STUDY

G.N.KRYUKOVA, A.L.CHUVILIN, V.A.SADYKOV
Boreskov Institute of Catalysis of Russia Academy of Sciences,
prospekt Lavrentieva 5, Novosibirsk, Russia 630090

ABSTRACT

The surface structure of o« -alumina and «-ferrous catalyst microcrystals
was studied using high resolution electron microscopy. For "pure" oxides
as well as the same materials after promotion by alkali metals, modeis of
the oxide surface based on results of image simulation procedure have been
proposed. The surface structure reconstruction of the catalysts upon electron
beam irradiation was also observed. For the specimens under investigation
surface steps and kinks were shown to be essential for strong interaction
between oxides and supported Pt particles preventing their migration and
suppressing the sintering process.

INTRODUCTION

Many supported catalysts facilitate chemical conversion at active sites on
their exterior surface following adsorption of reactant gases. Exampies of
this kind of catalysts are platinum group metals supported on oxides, such as
alumina, or carbon for the catalytic oxidation of carbon monoxide to carbon
dioxide [1]. Question about the arrangement of the support surface as well as
that of active particles arises because the catalysts work under high pressure
or at elevated temperatures. Moreover, reactant molecules are predisposed to
undergo surface rearrangement leading to catalysis. Profile image technique
for high resolution electron microscopy (HREM) offers a direct observation of
the surface arrangement in oxide catalyst materials. This paper describes
some results of HREM investigation of the surface structure of Al and Fe
oxides used as catalyst supports.

EXPERIMENTAL

Oxide materials have been prepared by spraying parent solutions in arc
plasma: details of the preparation procedure are given elsewhere [2}. The
obtained materials are fine powders with specific surface area above 10 sq.
meters per g according to BET measurements. Their phase composition were
found to be pure (ca.98%) «-alumina and «-ferrous oxides in accordance with
X-ray powder diffraction data. HREM samples were prepared by uitrasonicalliy
mixing the powders in ethano!l followed by placing a drop of suspension on
holey carbon film supported on copper grid. HREM experiments were carried out
using JEM-4000EX machine (0.18 nm resolution limit). Image simulations were
performed with multislice routine modified by one of us {3}.

RESULTS AND DISCUSSION

Plasmochemical preparation procedure leads to the formation of «-alumina and
o« -ferrous microcrystals with different grain morphology. «-alumina particles
possess many crystal orientations {i.e.(0001), {1120), (2201) etc.) whereas
o -ferrous material is crystallized in the form of platelets with (0001) as
the most developed plane.

Fig.1 shows & structure image of o« -alumina particie viewed along {0111]
direction. On the micrograph one can see a smooth surface. [t is interesting

Mat. Res. Soc. Symp. Proc. Vo). 295. * 1993 Materials Research Society



Fig.2. Extensive facetting observed for «-alumina crystal aligned into
<1120>. Simulated images inserted into the figure are calculated on the
base of different structure models: left - oxygen layer, right - cation
layer on (0001} surface (crystal thikness = 20 nm, Af = -97 nm).

to note that, upon electron beam irradiation at 300 kV voltage and in high
vacuum, facets extensively form on the [1120](0001) habits of ='umina during
specimen observation {see Fig.2). This phenomenon is consistent with resulits
reported by Bursill and Lin [4]. Such facetting was ascribed by these authors
to a monolayer of a spinel phase.

We tried to examine the arrangement of these facets. For calculations, two
models based on the structure arrangement with one kind of atomic termination
have been used. Results of the eimnlations are inserted into Fig.2. It is
evident that the calculated images do not fit very well with experimental
image. Simulations involving a mode! of spinel monolayer on the surface of« -
alumina are in progress at our laboratory.

Bonevich and Marks [S] also observed facet formation due to surfasce reaction
which, in their opinion, is catalyzed by molecular oxygen and residual
hydrocarbons of ambient vacuum environment in the microscope. From this point
of view, observed facetting is significant because such a situation (i.e.,
phase transformation occurring in the surface or subsurface layers of
catalysts) might take place during catalyst treatment in reaction media.
Promotijon of «-alumina by small (ca.200 ppm) amount of K or Rb leads to
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Fig.3. Surface roughening of «-alumina crystal oriented into <2201>.

Fig.4. HREM image of &-ferrous microcrystal viewed along [0001].

roughening of the crystal surface. Such surface erosion has been observed for
almost all crystal orientations: see, for example, HREM image of alumina
crystal viewed along [2201] (Fig.3).

Fig.4 demonstrates HREM image of «-ferrous microcrystal viewed in <0001>
projection, As evident from micrograph the surface of L-Fe oxide particle is
smooth without facetting. One can only see small surface steps. It should be
noted that a noticeable rearrangement of steps or ledges did not take place
during observation of this material. There is also no evidence for surface
transformation of £L-ferrous particles after alkali metal donation in contrast
to strong facetting being observed for promoted «£-alumina crystals. Previous
study {6] of the surface of«-Fe oxide (0001) natural growth face after Ar ion
bombardement indicated the formation of disordered surface layers. For our «-
ferrous sample with (0001) most developed plane facet formation couid not be
detected because facets may develop in the plane of view, i.e. perpendicular
to the incident electron beam.

1t seems likely that a promotion of oxide microcrystals by alkali metals plays
a significant role in stabilizing active particles on the surface of oxide
supports thus preventing particle migration process. In the field of catalysis
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Fig.5. HREM image of Pt particle supported on alumina. Defects in the
structure of metal particie are arrowed.

the well-known "size effect” [7] results in decrease of the nusber of surface
active sites due to the sintering of active particles after catalyst treatment
in reaction media st elevated temperatures. The latter leads to diminishing
catalyst reactivity. Therefore, support surface should be designed in such
a way as to provide strong interaction between support and msetal) particles.
Fig.5 shows a mnmicrograph of Pt particle supported on promoted «-alumina.
Steps on oxide surface are easily visible. One can alsoc see that Pt particle
attaches strongly to the slumina surface. After specimen treatment in
the electron microscope column at 673K in vacuum for 20 min, neither an oxide
surface reconstruction nor a change of metal particle position have been
observed. The main difference between initial and anpealed samples lies in
the fact of rearrangesent of the defects (arrowed in Fig.5) in the bulk
structure of supported active particle.

SUMMARY

Our results indicate the difference in the surface arrangement of
microcrystals of «/-Al and «~-Fe oxides prepared by plasmochemical method.
For £~alumina electron irradiation wmay accelarate surface roughening along
certain orientations whereas surface erosion after alkali wmetal promotion
of the oxide does not demonstrate a strong orientation dependence. Disordered
surface layers of alumina oxide offer a strong interaction between support and
active particles. "Stable" surface arrangemsent of £-ferrous microcrystals is
associated with their morphological peculiarity ((0001) we]l-developed faces).
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A MICROSTRUCTURAL STUDY OF REACTION-BONDED SILICON CARBIDE
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ABSTRACT

Interfaces in Reaction Bonded Silicon Carbide (RBSC) have been
characterized by Analytical and High Resolution Electron Microscopy.
Both Si/SiC and SiC/SiC interfaces were free of any oxygen impurity
segregation, but contained metzllic impurity precipitates. Oxygen was
detected in the second phase particles in the SiC grains. A model is
presented to explain the evolution of these second phase particles in the
SiC grains.

INTRODUCTION

The high resistance of RBSC to thermal stress and thermal shock
and its good corrosion resistance in high temperature oxidizing
atmospheres have made RBSC a potential material for use in high
temperature applications. RBSC is formed by reacting liquid Si with C in
porous green compact of primary a-SiC and organic resin to form
secondary B-SiC. Organic resin is used as a precursor for carbon. The -
SiC bonds the original u-SiC together to for;n a dense compact of RBSC.
The structure and chemistry of Si/SiC and SiC/SiC interfaces in RBSC
play an important role in the fracture behavior of RBSC. Studies on
fracture behavior of RBSC indicate that the Si/SiC interfaces are
strength limiting, compared to SiC/SiC interfaces [1,2].

This paper describes microstructural characterization of Si/SiC
and SiC/SiC interfaces in RBSC by high spatial resolution EELS, EDS and
high resolution imaging electron microscopy. It will be shown that the
interfaces were free of oxygen impurity segregation but contained
metallic impurity precipitates. Impurity oxygen present in the surface
oxide layers of Si and SiC powder and in organic resins used as
precursors for C were detected in the second phase inclusions in SiC
grains. A brief account of the mechanism of the incorporation of
impurity oxygen in these inclusions is given.

EXPERIMENTAL DETAILS

Planar TEM specimens cf a commercially available RBSC were
made by conventional technique. The HREM of interfaces was examined
in a JEOL 4000EX microscope. High resolution electron micrographs
were recorded at Scherzer defocus with a point resolution of 0.17nm.
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EELS and EDX were used to determine the chemistry of the
interfaces. The nanospectroscopy was done with a Philips400ST TEM
fitted with a field emission gun, coupled to a PEELS detector. A liquid
nitrogen cooled specimen holder was used to eliminate specimen borne
contamination. The field emission gun was operated at 100KeV, with an
approximately 3nm diameter probe with a current density of the order
of 108 A/m2 at the specimen level and a beam convergence half angle
of Smrad. All the experiments were carried out in the diffraction mode
with the entrance aperture for the parallel EELS detector centered
around the transmitted beam. The acceptance half angle for the paraliel
EELS detector was 10mrad.

RESULTS

Figure 1 shows a BF image of a RBSC material. The residual Si
appears in between two iarge SiC grains. Small second phase inclusions
marked by arrows were observed in the SiC grains. It was not obvious
that the Si/SiC interfaces in the boxed area of figure 1 contained any
interfacial impurity layer. Note that the interfaces are curved,
indicating that they were mobile at the processing temperature, Figure
2 is an HREM image of a Si/SiC interface in the boxed region of figurel.

Fig.1 Low magnification BF image of Reaction Bonded SiC
Fig.2 HREM image of Si/SiC boundary indicating no interfacial layer.

This interface did not show any resolvable amorphous or impurity
phase layer. The o-SiC was in <3-1-1> orientation and Si was in g=<111>
two beam condition. Good planar matching between the Si and SiC grain
with periodic misfit was observed. Since three Si{111} interplanar
spacings are approximately equal to four SiC {103} interplanar spacings,
every third Si{111} fringes matched with every fourth {103} a-SiC
fringes. Therefore the interface is considered atomically flat with
periodic array of edge dislocations. It also showed small ~1nm ledges,
not associated with the dislocations. This good matching indicates that
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the residual Si nucleated on the SiC grains. Position Resolved EELS
analysis showed that there was no sharp increase in oxygen
concentration at the Si/SiC interface. But in some areas along these
interfaces, precipitates containing Ni, Cr, Cu, Fe, were detected, No
amorphous layer was visible at SiC/SiC grain boundaries. Position-
resolved EELS analysis confirmed that there was no sharp rise in
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Fig.3 Second phase inclusion in e-SiC (a) TEM image (b) EELS spectrum
taken from the region A in (a) (c) EELS spectrum taken from region B in
(a)




oxygen concentration at the grain boundaries either. Precipitates were
observed at some regions of the SiC/SiC grain boundaries. EDX analysis
showed that these precipitates contained mainly Fe, Cu, Mn. Hence it
can be concluded that the Si/SiC interfaces and SiC/SiC grain boundaries
were free of any light element impurity (mainly oxygen) segregation
but exhibited metallic impurity precipitation.

Bulk chemical composition analysis of RBSC showed that it
contained 0.29 wt% oxygen. Hence, HREM and AEM analyses were
performed on the small second phase intragranular inclusions to
determine the impurity oxygen distribution in the material. Figure 3a
shows an HREM image of a second phase inclusion in a SiC grain. The
inclusion consisted of two characteristic areas namely, a graphitic region
showing 0.34nm (002) fringes marked A and an amorphous region,
marked B. The hole near the middle of the inclusion was due to
preferential ion milling of the amorphous region. EELS analyses from
region A and B are shown in figures 3b and 3c. As evident in figure 3b,
region A contained graphite with no detectable oxygen but did contain a
small amount of Si (not shown in the figure). EELS spectrum from region
B (figure 3c) indicated that the amorphous region contained Si, C and O
and a small amount of Ca. EELS spectrum taken from the region marked
C in the HREM image showed no Si but did contain C and some O (not
shown here).

DISCUSSION

To understand the evolution of these second phase inclusions and
subsequently the incorporation of oxygen in these inclusions, the
tormation of RBSC must be explained briefly.

The formation of RBSC microstructure involves the solution of C in
liquid Si and subsequent nucleation and growth of secondary B-SiC on
the original «-SiC and the eventual transformation of B-SiC to a-SiC [3].
It is well known that the dissolutica of C in Si(l) is an exothermic
reaction with a heat of solution at 2200°C of approximately 250KJ/mol
[4] and the heat of formation of SiC of 120KJ/mol [S5]. Therefore
deposition of SiC during densification is an endothermic reaction.
Therefore there will be a rise in temperature at the dissolution site due
to the exothermic nature of dissolution of C in Si(l) which will cause
further dissolution of C in Si(l). Due to the endothermic nature of
deposition of B-SiC on existing «-SiC particle surfaces, a drop in
temperature at the deposition site of B-SiC will occur. A temperature
gradient will develop between the dissolution and deposition sites. This
temperature gradient will result in a gradient in the activity of C
between the two sites, the activity of C being higher in the high
temperature region [1].

There may be two competing processes at this stage namely, the
diffusion of C in Si(1) and the diminution of temperature difference
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between the two sites. Calculations showed that the diffusion of C will
be much faster than the diminution of temperature difference. Hence
diffusion of C to the low temperature deposition site will induce a
supersaturation of C at the deposition site. It is generally believed that
C transports as C-Si pairs or CSi, tetrahedra in Si(1) [1}. Consequently SiC

will be deposited on the «-SiC surface.

As mentioned earlier impurity oxygen was present as an oxide
layer on the surface of Si and SiC powder particles and also in the
organic precursors for C. As Si melted this oxygen went into solution
with Si(l). The solubility limit of oxygen in Si(s) and SiC(s) and that of
carbon in Si(s) [6] are very low on the order of 10!8atoms/cc.

Let us consider the reaction below:

Si0, + C ==> SiC + x[O], where x < 2
This reaction may not reach equilibrium because the available oxygen
concentration is limited and for kinetic reasons. The equilibrium
consiant for this reaction is

K = agc (ag)/agin, ac = [ap]¥eq, assuming age, agip,» ac= 1 for the
chosen standard state
At points along the SiC(s)/Si(l) interface, where B-SiC nucleates and
grows the local oxygen activity in the liquid solution will increase
beyond the equilibrium oxygen concentration, [apleq- And since
AGgi0, < 8Gg;c (8], the above reaction should proceed to the left. This

means that SiO, and C would form and deposit on the growing p-SiC
surface. During further grain growth of SiC, the deposits of SiO, and C
would be entrapped by mobile SiC(s)/Si(l) interface forming second
phase inclusions in SiC grain. Since the processing temperature was
~2000°C, the free C will only partially graphitize. Careful background
subtraction [9] of Si-L and O-K edges in the EELS spectra collected from
the amorphous region B (figure 3b) and subsequent edge integration
over a window of 100ev indicated that the concentration ratio of O to Si
is 0.7. However, upon careful inspection of the amorphous region in the
HREM image (figure 3a) tiny microcrystals of the order of 3nm in
diameter (marked by arrows in the figure) were detectable. Lattice
fringe measurements of these microcrystals indicated that they were Si
and SiC. When the electron prabe was placed in the amorphous region
to acquire an EELS spectrum, the probe encompassed the microcrystals
as well. Hence an average O/Si ratio of 0.7 was reflected on the EELS
spectra collected from the region containing the amorphous region and
the microcrystals.

CONCLUSIONS

Interfaces were free of any amorphous layer within the resolution
r limit of the HREM microscope {0.17nm) and oxygen impurity atoms
i within the detectable limit (1 at%) of the PEELS spectrometer. Metallic
, impurity precipitation was detected at the interfaces and grain
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boundaries. Oxygen was detected in the second phase intragranular
inclusions in SiC. The inclusions contained partially graphitized C, and an
amorphous phase containing Si, O and residual C. With the growth of SiC,
the O concentration in Si(l) at the precipitation sites will increase
beyond the equilibrium concentration. The graphite and SiO, will
deposit at the SiC-deposition sites and will be entrapped by the mobile
SiC surfaces. EELS analysis of the amorphous region in the second phase
inclusions showed that the Q/Si ratio was 0.7. Tiny microcrystals of Si
and SiC, approximately 3nm in diameter, were observed in the
amorphous region. The EELS spectrum from the amorphous region was
acquired from a region containing these microcrystals and SiO, phase.
Therefore the spectrum produced an average O/Si ratio of 0.7 in the
amorphous region.
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COMPOSITIONAL ANALYSIS AND HIGH RESOLUTION IMAGING OF
GRAIN BOUNDARIES IN Pr-DOPED ZnO CERAMICS

I. G. SOLORZANO, J. B. VANDER SANDE, K. K. BAEK. AND H. L. TULLER
Center for Materials Science and Engineering, MIT, Cambridge. MA 02139, {'SA

ABSTRACT

An electron microscopy investigation has been conducted in ZnO:Pr Co
varistor structures prepared by a new in-diffusion method. It has bheen shown tha
some boundaries host intergranular precipitates of a Pry Oy -based phase Al
observations lead 1o the conclusion that grain boundarics cxhibit Pr scgregauon,
while Co is homogencously distribnted ‘n the Zn0) moirix. Ne continpoes inpnacding
layer is present at the ZnQ/ZnO boundary nor at the Pr203/Zn0O interfuces. This s
consistent with a barricr model based solely on a space charge depletion regrongs)

INTRODUCTION

Metal oxide varistors arc multijunction materials whose highty  nonlincar
current-voltage characteristics derive from the clectrical activity of thew  grain
boundary regions. To obtain high degree of nonlincarity in polycrystalline Zn0O 1
has been found to be necessary 10 add a minimum of two types of cation dopants n
sufficient concentrations (~0.5 - 1.0 mol%) and to follow sintering with an oxidative
anneal at ~600°9C {1]. The common dopants include transition metals, such ax Co and
Mn which have ionic radii similar to that of Zn and therefore have high solubilitics
and low grain boundary scgrecgation cocfficients. and dopamis with targe ionic radn.
such as Bi and Pr, which segregate at grain boundaries and usually  form
intergranular phases [2-4). Empirically, these dopants act syncrgistically. resulting
in enhancement in varistor clectrical propertics which is greater than the ~um  of
individual contributions. While the microstructures of Bi doped . aristors have been
extensively studied, the specific role of each additive remains uncicar

The present investigation was undertaken with the objective of clarifymng (he
role of dopants in an electrically active Pr and Co doped ZnO ceramic varisior by
studying the structure and chemistry of individual grain boundarics through high
resolution and analytical electron microscopy and correlating these results  with
electrical and spectroscopic measurcments (5]

EXPERIMENTAL
ration

In order to simplify the structure of such devices single or a limired numbes ot
grain boundaries were activated by an in-diffusion specimen preparation procedure
This procedure consists of the application of aqueous nitrate solutions of Pr-Co onto
undoped ZnOQ polycrystalline discs which arc subsequently covered by a  sceond.
similar disc to form a sandwich structure. The structures ase subscquently fired in
air at 1400°C for 36h in ZnO powder to minimize volatilization. Upon heating. the
metal nitrates are calcined to metal oxides which are subsequently incorporated at
the interface and into the adjacent bulk region by solid stalc diffusion. Specimens
were given an oxidative anneal in air at 650°C for 3h 10 [urther cnhance then
clectrical activity. Due to the high firing temperature, the in-diffusion process was
accompanied by grain growth which yiclded a large grain size, 300 um avcrage. This
procedure proved to be effective in attaining well-defined varistor-like char-
acteristics at ome or more electrically active boundaries {S|. For comparison, bulk
specimens containing 1 mol% Pr and 1 mol% Co were prepared by conventional
sintering.

Mat, Res. Soc. Symp. Proc. Vol 295. #1893 M, R h S
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Microstryctyral ‘hargcterizguion

Cross-sectional  clectron-transparent  samples  from  the  in-diftusion produdt
were prepared by dimpling followed by Argon ion beam milling under liquid
nitrogen conditions. Conventional TEM observations were carried out with a JEOL 200
CX microscope while high resoiution images of sclected grain boundaries were
obtained with a TOPCON 002B microscope, both working at 200 kV.  For analytwcal
microscopy a 100 kV ficld-emission-sourse STEM. manufactured VG HBS, was used  In
all cases, the grain boundaries analyzed in this study were ariented parallel 1o
incident clectron beam and the 10A diameter clectron probe followed. step-by step. s
direction cither along, or perpendicular to, the boundary.

RESULTS AlD DISCUSSION
General

Observations by conventional TEM of the in-diffused sample microstructures
clearly indicated that a precipitate phase had been formed at  scveral  grain
boundaries. Electron diffraction and dark field imaging show that this phase s
crystalline contrary to some obscrvations by Clack [3) in Bi-doped ZnO svanstors  The
clongatcd morphology of the precipitate shown in Fig.l suggests that this phase wets
the ZnO grains at th. firing temperature (14000C) and that, in somc boundaries. the
grain orientation and the interface energy balance maintains this morphology c¢ven
after anncaling at 650°C. However most of the intergranular precinuales. upon
anneal at 6509C, recede 1o accommodate hemsclves into a morphology with a higher
dihedral angle and thus equilibrate the interfacial cnergy with the neighboring
grains, as illustrated in Fig.2.

200 nm

Fig.i TEM micrograph on intergranular  Fig.2  TEM micrograph of grain boundary
precipitate with Jow dihedral angle precipitate with high dihedral angle
morphology
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The majority of grain boundarics were found 1o be free of intergranutar
precipitates. In order to clarify whether a continuous intergranular layer s present
at precipitate-free boundarics, as has been demonstrated 0 occur an Bi o contamning

ZnO varistors [3, 6], and also to dctermine the structurc and compositional nature of

the formed interfaces, STEM and HREM techniques have been combined.
Precipi £ B farj

All grain boundaries analyzed by EDS spectroscopy cxhibited Pr segregation
There was no significant presence of Pr in the ZnO mairix. Co. on the other hand, i
homogeneously distributed in the matrix, with no deteciable cnrichment at the grain
boundaries. These obscrvations were consistent in all boundaries analyzed.
independent of the degree of misorientation between ncighboring grains.

A typical image of an edge-on oriented grain boundary in the STEM is shown
in Fig.3a. Fig.3c displays the EDS spectrum obtained trom the boundary superimposcd
on a corresponding spectrum obtained from the ZnU mawrix 10 nm away from the
boundary. The same grain boundary in a TEM image is shown in Fig.3b. The localized
contrast change at some points neighboring the boundary could be interpreted as
due to strain fields. High resolution imaging shows that such boundarics arc also free
of any intergranular layer since the lattice planc fringes of adjacent ZnO  grains
were seen 1o be continuous tight up to the plane of the boundary. Careful
examination of the boundary also rcveals terminating fringes that accommodate the
mismaich between the planes in the two grains, suggesting that they arc grain
boundary dislocations. This supports the couclusion that no intergranular film is
present  at the boundary.

Fig. 3 A precipitate-frce  grain boundary : (a) Bright ficld STEM image: (b) Bright
field TEM image of the same boundary showing localized strain ficlds: (¢) EDS
spectrum from the boundary (solid line). and from the ncighboring ZnO matrix
(dotted line).
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Point to point STEM compositional analyscs across grain boundary precipitates
were accomplished with a minimum spacing of 5 nm. Although no quaniative
determination has been attempted, the EDS spectra from the precipitates reveal only
Pr and O peaks with a constant ratio. This could indicaic that the precipitate
constitutes the PrpO3 hexagonal phasc as proposed by Mukae [7]. Fig.4 cxcemplifies a
typical grain boundary precipitate region which has been studied by STEM and
HREM. Fig.4a gives the precipitaic scale and morphology. Fig.4 b-d represent typical
EDS spectra for which Fig.4b corresponds to the precipitate phase. Fig4c to the
matrix in front of the precipitate, and Fig.4d to the grain houndary SO nm away from
the precipitate. The same observations indicated in the  previous section are valid
here. Furthermore, no variation in thc concentration of these  clements i
measurable in the ZnO matrix in front of the precipitates. This finding is in
agreement with the argument that the grain boundary precipitate results from  the
recessing at lower temperatures of the Pr-rich intcrgranular phasc as has been
discussed with respect to the Bi-rich intergranular phase in Bi-Co-ZnO varistors [&]
Fig.d4e gives a lauice image of the precipitate/matrix interfaces. The absence of any
amorphous layer separating these two phases should be noted as this is contrare 1o
some chservinons tn Bi-doped varistors (9.
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CONCLUSION

An electron microscopy investigation has been conducted in ZnO:Pr:.Co
varistor structures prepared by a new in-diffusion method. It has been shown that
some boundaries host intergranular precipitates of a PrxOy-based phase. All
observations lead to the conciusion that grain boundaries cxhibit Pr scgregation.
while Co is homogencously distributed in the ZnO matrix. No continuous intermediate
layer is present at the ZnO/ZnO boundary nor at the Prp03/Zn0O interfaces. This s
consistent with a barrier model based solely on a space charge depletion region(s).
Current work is being done to establish a correlation bctween structural and
compositional properties of the grain boundary including precipitation/scgregation
effects and the generation of interface traps and related clectrical barriers.
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ATOMIC STRUCTURES AND DEFECTS OF
AS-GROWN Nb,,,S, PLATELETS ON Nb SUBSTRATES

CHUXIN ZHOU ! AND L. W. HOBBS
Department of Materials Science & Engineering, MIT, Cambridge. MA

ABSTRACT

The interlocking of Nb,,.S; platelets developed during sulfidation of Nb results in
formation of a compact scale. The atomic structure and defects of these platelets were
investigated using HREM. The resulting microstructure is very different from conven-
tional microstructure consisting of polygonal grains and polyhedral grain boundaries
because of the anisotropy of the crystal structure. The principal phase was identified
as 3JR-Nb;4,S; intergrown with 2H-Nb,,,S; . or with some other arrangement of
S-Nb-S slabs. The -Sg— octahedral sites between two S-Nb-S slabs provide accom-
modation for extra Nb or foreign atoms and the large non-stoichiometry of Nby,,S;.
Stacking faults along the ¢ axis account for the high density of planar defect structures
observed within almost every platelet. Axial lattice fringe images and streaking in
the diffraction pattern indicate that the planar defects are normal to the ¢ direction.

INTRODJCTION

The present work aims at a thorough study of the sulfidation products of niobium
using TEM and HREM. The special interest in Nb sulfides derives from the observa-
tion that Nb, in sulfidizing environments, behaves in its corrosion kinetics similar to
Cr, Cr- and Al- bearing alloys in oxidizing environments. Just as Cr;03 and AlLO;
are stable and protective in oxidizing atmospheres, Nby4,S; provides very good pro-
tection for Nb in sulfidizing atmospheres. The growth rate of Nb;,5; formed on Nb
is of the same order of magnitude as that of CryOy on Cr at 900°C(1173K){1. 2]. A
possible mechanism is discussed for the large deviation of Nb,,,S; from its stoichiom-
etry in terms of our TEM and HREM results and why the large observed derivations
do not lead to rapid sulfidation as they do in Fe,_.O and in Fe;_,S.

Our TEM and HREM foils were prepared directly from polycrystalline Nb,,,S;
scales produced by reacting Nb metal with either sulfur vapor (Ps, = 107'atm)
or H, — HS gas mixtures (Ps, = 107%5% ~ 10-%atm). Three-mm discs were cut
ultrasonically from the surface of the as-sulfidized Nb specimens The depth of the
cut was 100-200um. The other side of the specimen was abraded and polished until
the 3-mm discs were parted from the bulk sample. Instead of using jet-polishing,
the 3-mm discs (50-100pum thick) were mechanically dimpled from the metal side to
20pm or less thickness at the center with a VCR Dimpler. then thinned to electron
transparency by ion milling with the metal side facing one ion gun and the sulfide
side facing the second gun (turned off in this case) and shielded by a stainless steel
cylinder.

Th2 TEM and HREM observations were performed on a JEOQL 200CX instrument
operating at 200KV or an Akashi EM-002B(UHR/HTS) instrument operating at
200K V.

'Present Address: Radiation Monitoring Devices. Inc.. 44 Hunt $1 - Watertown, MA 02172
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Figure 1: (a) TEM BF image at the middie portion of NbS; scale {ormed on poly.
crystalline Nb in H, — H,S gas mixtures (Pg, = 10" **atm) at 900°C(1173IK} for 190
min, showing scale compactness and interlocking of NbS, platelets.

Figure 1(b) HREM bright-field 3-beam axial lattice fringe image shows the growth
of two platelets with large misorientation angle Lo form a compact junction or grain
boundary.



TEM AND HREM STUDY OF NbS, SCALES

The microstructures of Nby, .S, sulfide scales were sinnilar to each other for all samples
sulfidized in Hy-H.S from Pg, = 107%fm to Fs, = 10-**atrn under both SEM and
TEM observations. Resulting TEM images observed from the middle portion of the
scale confirmed that the sulfide gruns were arraved 1 & more compact laver and
also retained a platelet structure which was very sinilar to that revealed by SEM
examination of the scale surface structure{2.3]. The formation of these platefets 1~
attritutable to either (1) outward diffusion of Nb. with the sulhidation reaction taking
place principally a! the gas/solid intetface” or (2) inward diffusion of 5. with the
reaction taking place vrincipally at the scale/metal interface. The TEM examinations
revealed an interior scale microstructure which had a similar morphology to that of
the external scale surface. but it could not be concluded whether the forme- had
evolved from the latter or vice versa.

Figure 1a shows the bright field iinage from a middle portion of a suthdation scale
The niobium sample was sulfidized in H, HoS (Py, = 107 atan at LT3R for 100
min. The interlocking of the Nby,,5; platelets res-iltsin farmation of a compact ~cale
These images are very difterent {from conventional microstructares of polvgonal grain~
and of polyhedral grain boundaries. Stacking favlts along the ¢ axis can account for
the high density of planar defect structures observed within almost every platelet
From observation of the fattice fringes and analvsis of streaking tn the Hffraction
patterns, we understand that the planar defects are normal to the ¢ direction

The growth of the Nby,,S; platelets appears to favor the basal plane. as illustrated
in Figure 2. The growth of the Nb,,,5; grains stops when two or more neighboring
Nby4oS2 platelets grow together at large angles by forming a junction. as shown i
Figure 1b. Bending of the lattice planes was also observed at the junction area The
compactness and protection provided hy the Nby, S, sult:dation scale are related o
the complete interpenetration of two or more platelet~ at large angle grain boundaries
which are very different from classical grain boundaries.

Figure 3 shows a high ies lution image of a platelet from the middle portion of
the Nbjy4,S; scale shown in Figure la. A thin lamellar heterogeneitv (about Hnm in
thickness) is observed. From X-ray diffraction re =ults{3]. we nave shown that Nb,,,$,
scale is principally of rhombohedral structure. but 2H NbS; can result locally due
to stacking faults, because the only difference between these 2H and 3R phases is a
variation in the stacking sequence along the ¢ axis. {f we use capital letters A, B and
C to represent the sulfur layer, and lower case letiers a. b and ¢ “fer to Nb layers,
the stacking sequenrce of 2H phase is AbACBCA, which has a period of 1.2nm along
the ¢ axis; the stacking sequence of 3R phase is AbABcBCaCA to form a period ¢!
1 8nm along the ¢ axis. Intergrowth of these two j hases can take place at stacking
faults or by a shear n the basal pl... normal to the ¢ axis.

Faulting of these stacking sequences is relatively easy because of the weak bond-
ing between §-5 layers and the weak communication hetweer. neighboring Nb favers
which are separated Ly two -ulfur layers. In addition to the continued stacking of 3R
structure, AbABcBCaCjAbA, three other stacking faults may be created. for exam-
ple AbABcBCaC[ArA corresponds to a simple fault. AbABcBCaC)BaB 1o the mnter.
growth of 2H structure (Ca(’BaB), and AbABRcBCaC|BcB to a twin {BcBCaCBeB).
If additional stacking of the trigonal pusmatic S Nb § slabs is considered. a corn
binaiion of these faults muy form ver, complicated structutes as discussed . detail
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Figure 2: Schematic diagram illustrating the orientation relationship between platelet,
lattice fringes and diffraction pattern.
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Figure 3: (a) HREM image of a platelet from Figure 1 shows a lamellar heterogeneity
of 5nm width. The average lattice spacing of adjacent 3P. material is d=0.597-
0.605nm with a maximum value d=0.635nm. The resolved atomic spacing of the
secondary lattice fringes, which form an 86 — 88° angle with the ¢ axis, is 0.284nm.




elsewhere[3, 4].

At least two crossed lattice-fringe images are resolved from the lamellar hetero
geneity in Figure 3; one set corresponds to lattice planes normal to the ¢ axis and
the others are nearly paralle! to the ¢ axis, the two sets of planes forining an angle
of 86 — 88°. The interplanar angle does not match any lattice planes in either sulfide
and may be an interfereace anomaly without direct correspondence to a real lattice
plane. By recalling the. weak bonding and simple shearing between two S-Nb S slabs.
we expe  such an angular deviation as observed from sample to sample. The a erage
resolve. atomic spacing between their planes is 2.84A, which is closer to that for
{0170} 1a 2H-Nb,,,S; than in 3R-Nb,,,S,. The adjacent area was identified as IR
phase where no crossing fringes are observed.

Fo: perfect crystals of either 2H- or 3R-Nb,,S; . {1010} planes are no:'ra.
to (000]) where I=2 for 2H and I=3 for 3R structures, respectively. Experimenta:
measurementsindicate that the crossing angle is tess than 90°. This may be attributed
to a shearing between adjacent the (000/). This sheared .tructure {and also bending o
the lattice planes as shown in Figure 1) is a common phenomencn within all Nk, .S,
platelets from the middle portion of the scale observed in the present study. Figure 3h
shows both effects in a multi-beam axial lattice fringe image.

NON-STOICHIOMETRY AND POINT DEFECTS IN NbS,

Using the electron probe microanalyzer, the range of non-stoichiometry of Nby,,8;
sulfidation scales was determined(2, 3]. The maximum deviation from stoichiometry
of NbS; is an approximately 30% Nb extra.

The extra diffuse peak in X-ray diffraction and the appearan ‘e of kinematically
forbidden spots in electron diffraction experiments indicate the formation of orde. 1
defects{3]. This defect ordering has been reported for other system{5, 6].

If we consider the non-stoichiometry in Nb,,,$; as described elsewhere(8, 91, with

the sulfidation rate depending on the non-stoichiometry, catastrophic sulfidation of
Nb is predicted. For example, if we assume a stoichiometric deviation parame‘er a =
0.3, which was determined from our experiments, and that all interstitials are mobile.
then the concentration of Nb interstitial [Nb,}= r = 0.3, and the correspcnding self-
diffusivity of Nb through the Nby44S; scale can be estimated as
AS,., —AH,
R PR
where 4 = 1 is a geometrical factor, a & 2.5 x 10~% is the average distance for an
atom to jump and v, = 3kT/2h -- 3.67 x 103 H z is the thermal vibration frequency
of atoms in free state, AS, /R = 3 - 5 and AH,, = 80 — 150kJ/mal at about 0.5
0.8T,.. The estimated diffusion coefficient of Nbis 2 =3 > 10 % — 3 % 101 ¢m?/s.
Consequently, if the uicbizm interstitials are predominantly mobile point defects. we
would expect a parabolic scaling rate of the order of A, = 107" = 107% cm?/s whirh
11 4 to 8 orders of magnitude greatc: than the parabolic sulfidation rate constant of
Nb at 1173K we have determined experimentally.

The measured diffusivity of sulfur in the niohinm suifide scale is

)

D = ~va’zv,erpl

; 20k,
Ds =1 % 10 %erp (A!’__’/_"L'_f'l)



At 173K, D = 4.5 x107'3¢m?/s, and the correspouding sulfur vacancy conc-ntration
is (V3% &~ 107%. This is a reasonable estimate in comparison to the defect concen
tration in Cry0; as discussed by Greskovich{10]. r.g.. Cr;_,Os with ¢ = 9 » 107* at
1373K.

By considering both the appreciable non-stoichiometry and diffusion-barrier trans.
port properties in NbS;, we conclude that the extra Nb atoms responsible for the
observed nonstoichiometry must be identified with well-bonded -S¢ - octahedral sites
within the sulfide. The marker experiments as well as kinetic measurements are
cousistent with the possible importance of sulfur vacancies[2,7]. We may thus write
the general form of Nb,,,S; as Nbyy, Sz, with 7 » y, ( = 01 - 0.3,y = 10°%)
Structurally, interstitial Nb atoms (for the octahedral -S¢- coordination) form or-
dered structures, and the Nb atoms have a strong interaction with their neighboring
atoms and defects: consequently, they will not significantly contribute to :he trans.
port properties or other dynamic properties. On the other hand. the minority sulfur
vacancies of sulfur on the sulfur sublattice are free to move, and we suggest they are
the dominant mobile defects for the growth of Nb,, .S, scale. This interpretation is
consistent with our experimental observations.
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A COMPACT NUCLEAR MICROPROBE
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ABSTRACT

A nondestructive three-dimensional RBS/channeling analysis system with an atomic
resolution has been designed and is being constructed in Osaka University for analysis of
nanostructured surfaces and interfaces. An ultra high-vacuum sample-champer with a three-
axis goniometer and a toroidal electrostadc anatyzer for medium energy ion scanering (MEIS)
was combined with a short acceleration column for a focused ion beam. A liquid metal 10n
source (LMIS) for light metal ions such as Li* or Be* was mounted on the short column.

A minimum beam spot-size of about 10} nm with a current of 10 pA is estimated by opticul
property calculation for 200 keV Li* LMIS. An energy resolution of 4 x 10-3 (AE/E) for the
toroidal analyzer gives risc to atomic resolution in RBS spectra for Si and GaAs. This system
seems feasible for atomic level analysis of localized crystalline/disorder structures and surfaces.

INTRODUCTION

Nuclear microprobes have successfully been applied to elemental mapping using PIXE in the
field of biology, geology, and mineralogy |1 - 3]. In the meantime, increasing demands in
microelectronics for localized image mapping of designed structurzs enforced to apply
microprobe techniques with Rutherford backscattering (RBS) to semiconductor process
developments {4, 5], in which a lateral resolution of 1 micron or less with a depth resolution of
a few ten nanometers is required. However, the minimum feature size of integrated circuits
(ICs) continues to shrink from a micron down to submicron, Nanofabrication using electron
beams and scanning tunncling microscope (STM) tips facilitates further miniaturization in
fabrication. Under such a circumstance, structural and/or atomic imaging of modificd
structures are of great importance for process control. A nuclear microprobe with a probe spat-
size of several ten nanometers, combined with a high resolution analyzer, can provide not only
structural images but also cross-sectional atomic images (i.e., in-depth imaging) without
sample sectioning.

In this study, a compact nuclear microprobe with a liquid metal ion source (LMIS) and a
toroidal analyzer has been designed and is being constructed in Osaka University.  The
compact nuclear microprobe system has a size of conventional scanning electron microscopes
and provides a beam spot-size of about ten nanometers with a current of 10 pA. Such a system
can meet the requirement of future nanofabrication with a feature size of several hundreds
nanometers or less.

RBS MAPPING AND TOMOGRAPHY

Figure 1 shows the concept of total quantitative recording of RBS spectra for each of the
scanning positions of a nuclear microprobe, the resufting RBS mapping at a certain depth and
RBS tomography at a cenain cross-sectional plane {4, 5]. The microprobe is raster-scanned
over a sample surface. Each of the RBS spectra is stored in computer memory as a data block
for a certain scanning position. The stored data blocks can be displayed or anatyzed with
appropriate software windows afterwards to produce both RBS mapping (at a certain depth or
at a given species) and RBS tomography (at a certain cross-sectional plane). All the daw
necessary for analysis can be obtained by a single measurement, which drastically reduces
measuring time and, hence, radiation damage in a sample.

The lateral resolution of RBS mapping 1s determined by the probe diameter, while the in-
depth resolution is determined by an energy loss factor and an energy resolution of detecting
systems. Therefore, the lateral resolution ranges from 5 to 1000 nm, depending on the beam

Mat. Res, Soc. Symp. Proc, Vol. 295. 1933 Materials Research Society
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current, the values of which are not yet feasible for lateral atomic scale imaging. However, a
depth resolution of subnanometer can be obtained by the use of a toroidal stauc energy analyzer
used in this study, in which atomic level analysis or imaging in depth is possible.

MICROPROBE SYSTEM DESIGN

Figure 2 shows the schematic illustration of a compact nuclear microprobe system with a
LMIS. The system consists of three stages of lenses: an accelerator lens, a condenser lens,
and an objective lens with an ExB mass filter. A maximum acceleration voltage of the column
is designed to be 200 kY. Therefore, a maximum accelerating energy of 400 keV is achieved
when doubly-charged ions (e.g. Be**) are used. A target chamber with a vacuum of 5 x 10-10
Torr has a sample holder mounted on a goniometer for channeling. A solid state detector and
an electrostatic toroidal analyzer with a microchannel plate (MCP) are used for RBS
measurement.

Lithium and/or beryllium LMISs will be used because of the simplicity in operation. 100
keV Li* or Be* probe ions yield a factor of 900 - 1600 larger scattering cross section in Si than
for 2 MeV He*, though radiation damage due to probe beams should be carefully investigated.
Thus, the compact system can provide higher RBS scattering yield with good energy resolution
(i.e. depth resolution) when an electrostatic energy analyzer (a toroidal analyzer) with an
energy resolution of 4 x 10-3 (AE/E) is combined to a medium energy ion scattering (MEIS).
The energy resolution of 4 x 10-3 (AE/E) corresponds to depth resolutions of 0.21, 0.29, and
0.32 nm for Au, GaAs, and Si, provided that a Li* probe at 100 keV and a scattering angle of
900 are used.

BEAM OPTICS SIMULATION

Aberrations of the focusing lens system shown in Fig. 2 can be calculated by a finite element
method [6]. Table I shows the spherical and chromatic aberration coefficients for accelerator,
condenser, and objective lenses. Focusing characteristics can be further estimated using
calculated aberrations and ion source specifications (7].

Figure 3 shows the calculated beam spot diameter as a function of beam current for a Be*
and Bet+ LMISs. The source size, the angular current density, and the energy spread of the
Bet and Be** LMISs are obtained from published data [8] and are 25 nm, 6 pA/sr, and 10
eV, and 25 nm, 15 pA/sr, and 8 eV, respectively. Singly-charged beryllium ion-beams
provide a current of 100 pA with a beam spot-size of 600 and 1600 nm at 200 and 100 ke V,
respectively, while doubly-charged beryllium ion-beams provide smaller beam spot-sizes
because of the higher angular current density and lower energy spread. Be*+ microprobes
with a beam spot-size of about 100 nm with a current of 40 - 80 pA are estimated at 200 - 400
keV. A minimum beam spot-size of 10 nm with a beam current of 2 pA is estimated for 200
keV Be**+ beams.

Table I Optical coefficients of the focusing column. Cs:
Spherical aberration coefficient, Cc: Chromatic aberration
coefficient, M: Magnification

Cs (mm) Cc (mm) M
Accelerator Lens 39506 3085 -1.087
Condenser Lens 2110681 759.4 0.494

Obiective Lens 113689 2435 0.351
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Fig. 3 Beam spot diameter as a function of current for 100 keV and 200 keV Be* (a)
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Fig. 4 Beam spot diameter as a function of current for 100 keV and 200 keV Lit
1.MISs obtained using calculated aberrations.

Figure 4 shows the calculated beam spot diameter as a function of beam current for a Lit

LMIS, provided that the source size, the angular current density, and the energy spread of the
Li* LMIS are 25 nm, 20 pA/sr, and 5 - 15 eV. Microprobes with a beam spot-size of about
100 nm with a current of 100 pA can be obtained at 200 keV. A minimum beam spot-size of
10 nm with a current of 10 pA is estimated for 200 keV Li* beams. Therefore, the lithium
LMIS is more suitable for obtaining smaller spot-size with high current.
This probe beam characteristics can not meet the requirement of the atomic surface imaging.
However, structural image mapping, combined with micro RBS and channeling contrast
techniques, with lateral and in-depth resolutions of 10 and 0.2 nm, respectively, would provide
indispensable information for future nanofabrication process development.

SUMMARY

A compact microprobe system with a LMIS for surface and/or interface analysis has been
designed and is being constructed. The system size is almost comparable with a conventional
SEM system and can be easily installed in a clean room for semiconductor processing. A beam
spot diameter of 10 - 50 nm with a current of 10 - 50 pA is estimated by optical property
calculation for 200 keV Li*t LMIS. The estimated lateral and in-depth resolutions of 10 and
0.2 nm, respectively, are feasible for atomic level analysis and structural mapping of localized
crystalline/disorder structures and surfaces.
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ABSTRACT

We report on new experimental studies of the Ge(111)-c(2x8) reconstruction per-
formed with low-energy electron diffraction. (LEED) and scanning tunneling microscopy
(STM). Weak quarter-order reflections are present in the c(2x8) LEED pattern in agree-
ment with previous observations and results of ab fnitio calculations. In order to gain
insight into the predicted splitting of dangling bond states, we compare constant current
topographs {CCT’s) performed at high-tunneling currents (40.nA) with first-principles
calculations of the local density of states (LDOS) 1A above the surface adatoms and
obtain good qualitative agreement. We finally discuss to what extent the STM CCT’s
at high tunneling currents {small sample-tip distances (STD)) are sensitive to surface
states outside the I point.

INTRODUCTION

The Ge(111)-¢(2x8) reconstruction has been extensively studied with a variety of
probes and still attracts much attention. Recent ab initio calculations,[1] e.g. indi-
cate a reduction of the structural symmetry of the c{2x8) reconstruction in comparison
with what has been previously accepted. Due to the small departure from mirror plane
symmetry, the reconstruction displays the lowest possible symmetry, i.e. only transla-
tional invariance. Therefore six instead of 3 ¢(2x8) domains should cover an annealed
Ge(111) surface, as suggested rather early.[2] The result of the calculation may not be all
that unexpected because the c(2x8) structure even with mirror planes breaks the 3-fold
symmetry of the underlying bulk structure, in contrast to what occurs in Si{111)-(7x7),
where the symmetry of the unreconstructed surface is preserved.

In this paper we present LEED and STM experimental results, which represent a
continuation of a work already presented,[3] and new first-principles calculations. In
typical STM CCT’s atomic positions or high density of states appear as bright spots.
Frequently one spot is attributed to the position of a single atom which is not generally
the case, as it will be shown in this study. We observe more spots than there are (top
layer = adatoms + rest atoms) surface atoms. There may be several explanations for the
observation of multiple spots. We could, e.g. observe second layer atoms or, as in the
present case, the LDOS (or atomic orbitals) exhibits more than one density maximum in
a plane above the surface. This effect, which could be called spot splitting, is predicted
for the LDOS 1 A above the adatoms in the case of filled states (see Fig. 4(a) of {1]).
In the present work, we compare theory with STM CCT’s for unfilled states performed
at high tunneling currents.

The outline of the paper is as follows. We will first offer an incomplete overview {(only
centered on symmetry considerations) of previous work on the c{2x8) reconstruction.
Afterwards we shall present the LEED and STM results. In the following section, the

Mat. Res. Soc. Symp. Proc. Vol. 295. ©1993 Materials Research Society
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obscrvation of the quarter-order spots in the LEED pattern as well as the features of
our CCT’s for high tunneling currents will be discussed and compared with calculated
LDOS pictures. The last section is deveted to the conclusions and to comment on
the limitations of CCT measurements, mostly with high tunneling currents, in proving
structural asymmetries. This is due to the fact that the surface electronic states at
ﬁl # 0 may influence the contrast in the tunnelling images.

THE Ge(111)-c(2x8) RECONSTRUCTION AND ITS PREDICTED
ASYMMETRY

Yang and Jona proposed a ¢(2x8) structure {shown schematically in Fig.1} with
mirror plane symmetry[4] in order to justify why the quarter-order spots of the <(2x8)
were not observed in the LEED pattern. By contrast, Phaneuf and Webb observed the
quarter-order reflections,[3] though with an intensity 1000-, 100-, and 10-times weaker
than that of the integer-, half-, and eighth-order reflections, respectively. A detailed
study of the quarter-order reflections as a function of the angle of incid~ncel5] <howed
that they do not result from surface wave enhancement of eighth-order beams in a double
scattering process, as assumed by Ichikawa and Ino{6]. Therefore some small distortion
from the structure suggested by Yang et al should exist, although atomic displacements
should be really small considering the fact that they were neither detected with surface
x-ray diffraction,[7] nor in the earliest STM investigations.[8]

Table 1. Calculated structural shift of the atomic in- Atom X y

plane positions of adatoms and rest atoms, with respect Ag | 031 | 0.06
to those of the unrelaxed c(2x8) structure. Displace- Az |-0.17 §-0.06
ments along the axes shown in Fig.1 are given in tenths Ry | 0.17 | 0.02
of A. Atomic labels correspond to those of Fig.1. . R4 1.14 |-1.34

Ab initio calculations of the surface structure and electronic properties of the Ge{111)-
<(2x8) showed a small buckling between the two rest atoms, in agreement with previous
STM observations.[9) With respect to the small predicted asymmetry, type-R, rest atoms
show the largest displacement {0.18A) from the expected symmetrical position (sce Ta-
ble I and Fig. 1). The weak LEED intensities for the fourth-order reflections were
calculated[1) in agreement with the results of Phaneuf el al.. Moreover, the calculations
showed that the violation of the symmetry is more proncunced in the electronic density
of states at the surface, which has been corroborated by recent STM measurements.|3)
Another result of the calculations concerned the LDOS of the adatom dangling-bond
states. Filled states (0.5 eV below the Fermi level) appeared split in real space, i.e. a
single state exhibits two maxima in a plane 1A above the surface.

‘Spot splitting for unfilled states (1.1 eV sample bias) was observed with the STM in
the CCT mode. for relatively high tunneling currents (=~ 40. nA); i.e., when the sample-
tip distance (3TD) was small. From the experiment the location of these anomalous
brightness maxima with respect to the ¢(2x8) unit cell could not be determined and
the correspondence between maxima in brightness and surface states of particular atoms
remained unclear.[3}

. — o —
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Figure 1: Top view of the Ge(111)-c(2x8) reconstruction. Large open circles correspond
to adatoms. Medium sized filled and open circles represent 1 layer unsaturated atoms
(rest atoms), and 1 layer saturated atoms, respectively. The calculated shift of type Ry
rest atoms {see Table 1), enlarged for the sake of clarity, is indicated by open circles with
a circumference thicker than that for the 1°* layer saturated atoms. Small filled circles
correspond to 2™ layer atoms. The previously assumed mirror planes are indicated by
dashed lines.

LEED AND STM RESULTS

The quarter-order reflections in the LEED pattern

Although, to the best of our ability, we prepared all samples in the same way, quarter-
arder reflections could only be identified for roughly one fourth of the specimens. There
is, however, a relation between the size of the (rotationally equivalent) single c(2x8) do-
mains and the appearance of the quarter-order spots. From our observations it is ohvious
that the quarter-order spots are indicative of large domains. Thus, it is clear that minute
differences in the sample preparation procedure affect the strength of the quarter-order
reflections, which represents an explanation for the old controversy whether these LEED
spots are present or not. A typical LEED picture and a schematical reproduction of this
pattern is shown in Fig.2.

High-current STM CCTs: the spot splitting

The STD decreases with increasing tunneling current. Therefore, we establish a
comparison between a CCT performed at high tunneling current (small STD) and a cal-
culated LDOS only 1A above the adatoms. In particular, we would like to obtain some
information about the physical origin of the spot splitting. We found stable tunneling
conditions leading to CCT’s where spot splitting can be observed when probing empty
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Figure 2: LEED pattern of

the Ge(111)-¢(2x8) surface.
Electron beam energy = 32.
eV (left). Schematical rep-

e resentation of the observed
.5 b reflections (right).
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states (positive sample bias). In Fig.3(top) we show a CCT obtained at a sample bias
value of + 0.8 V and high tunneling current, and in Fig.3(bottom) the LDOS for states
at the M; point (see Fig.4) at a significantly higher energy level {+1.6 eV) above the
Fermi level.[1] In spite of large energy difference, there is a qualitatively good agreement
between these pictures as far as the density of spots is concerned, which is higher than
the number of dangling bonds. Note, however, that the spot located at A4 does not split
in the CCT like in the LDOS. Intensities and shapes do not match exactly. Calculated

spots, i.e. LDOS, originate mainly from back-bond states. For details about the calcu-
lation the reader is referred to Ref.[1].

DISCUSSION

As previously mentioned, there is a significant difference between the sample-bias
value in the STM image of Fig.3(top) and the energy for which the LDOS was calculated.
Assignment of absolute energy levels, however, is a notorious difficulty of these type of
calculations, We also note that we do not sample the LDOS at one particular k-point
when performing a CCT, but integrate over the whole reciprocal space. This integration
may become more important the closer we get to the surface. The reason for that arises
from the decrease of the decay length of the electronic wave function with the increase
of the in-plane component of k (k]]) for the states involved in the tunneling.[10] For large
STD’s only those states of small in-plane ¥ component will tunnel, whereas for smaller
distances even states outside the center of the Brillouin zone will have a non negligible
contribution to the tunneling current. In particular, in case no states at the [ point
were available, the tunneling current would be dominated by states with larger k~".

Furthermore, if the tunneling tip approaches the surface closely, tip-atom-surface-
atom interactions may become significant. This may lead to an energy shift of states
or may even introduce new states. Last but not least, even if we are tunneling with a
one-atomic tip, the symmetry of the electronic states of the sampling tip atom could
introduce features in the image such that simple surface atoms give rise to multiple
protrusions.[11] However, in the present study this is most likely not the case since
obviously not every surface atom gives rise to multiple protrusions.
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Figure 3: STM CCT image of Ge(111)-¢(2x8) obtained with + 0.8 V sample bias and
a tunneling current of 39.7 nA (top). Calculated LDOS 1A above the c(2x8) surface
top for states + 1.6 eV above the Fermi level (bottom).

CONCLUSIONS

We have observed the quarter-order reflections in the LEED pattern of the ¢(2x8)
reconstructinn, which agree with previous detailed observations of these spots as well
as with theoretical calculations. CCT’s at high tunneling currents appear to be quite
sensitive to states at k-|'|:,£0 if no states of the same energy exist at the center of the
Brillouin zone.{10] Therefore, the high sensibility of the STM to electronic states, which
is responsible for its unmatched resolution in real space, may become a drawback, when
trying to prove properties of the geometrical structure.
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ABSTRACT

The experimental apparatus and its optimization for holographic imaging with energy
dependent photoelectron diffraction are described. A substantial improvement in data taking
efficiency has resulted, allowing total data collection time to be reduced to about twelve hours
for a single image-map.

DISCUSSION

Extraction of structural information from diffraction data is predicated upon conversion of
measurcd variations in angular or energy space into real space dependences. A time-honored and
highly precise method is to use uial and eiror comparison of model dependent calculations of
scattering cross sections to fit measured data. A different approach is to Fourier transform (FT)
normalized diffraction curves, either energy or angular variatons: But for an FT to be
meaningful, an accurate theory which condenses down into a simple <inusoidal dependence is
required. Recently, there has been great interest in use of the single-energy, many-angle variant
of photoelectron diffraction, often referred to as photoelectron holography!, to generate real
space images of surfaces and interfaces. Alternatively, one can pursue the FT of the energy
variation. Early work?3, done on a fairly empirical basis, suggested that there was some validity
to this method for determining scalar distances with normal emission Subsequent attempts at
improvement used energy variations along a few high symmetry directions?. We have developed
a new method which involves inverting energy variations at a number of angular positions. The
theoretical frameworkS, which permits the FT of the data, has been presented earlier. This direct
method, based upon the intersection of contour arcs associated with each measurement direction,
can provide three- Jimensional vectoral atomic positions with atomic scale resolution.
Here will be described an experimental arrangement which has been optimized for rapid data
collection, to provide the large phase-space information base that is necessary for image
generation with energy dependent photoelectron diffraction. These experiments were performed
at the Stanford Synchrotron Radiation Laboratory, using the University of California/National
Laboratories Participating Research Team facilities, on the spherical grating monochromotor
(SGM) beamlineS, Beamline 8-2. A schematic of the beamline layout is shown in Figure 1.
Both Beamline 8-2 [Ref. 7) and Beamline 8-1 {Ref. 8], a torroidal grating monochromator, have
been demonstrated to be very high resolution instrumentation. Beamline 8-2 has also been used
as a source of circularly-polarized x-rays9. The data was collected in a three-tiered, two-chamber
photoelectron spectrometer!0, shown in Figure 2, equipped for photoemission with full energy
and angular (3°) resolution and multi-channel detection.

Mat. Res. Soc. Symp. Proc. Vol. 295. < 1993 Materials Research Societly
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Sample
manipulator

LEED
chamber;

LEED optics, & fon pump and
lon gun, Ti sublimator
evaporator, O O O pump (not
g:;slrel'ent shown) Figure 2. Schematic of the angle-
resolved photoclectron spectrometer

Gate vaive
(ARPES) [10].

ARPES O O O
chamber:
ARPES lon pump
anafyzer @ (not shown)

ARPES spectrometer

An cxample of data is shown in Figure 3. Here, energy distribution curves (EDC) at a
series of photon energies demonstrates the strength of the Au feature in this photon energy range.
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Figure 3. Energy distribution curves
of 1.5 ML Au/Cu(001). For cach
photon energy, the analyzer voltages
are scanned to select a range of
kinetic energies. From this, plots of
spectral intensity versus binding
energy are obtained. The zero in
binding energy corresponds to the
Fermi energy. There are three major
sets of features here: The valence
bands (VB) immediately adjacent to
the Fermi energy, the Cu3p doublet
at binding energies of 75 and 77 eV,
and the Audf7/2 and Au4f5/2 peaks
at binding energies of 84 eV and 88
¢V, respectively. These spectra were
normalized to the largest feature in
each.

We have utilized an alternative method of data collection for our photoelectron diffraction
imaging experiment. It is a constant initial state (CIS) mode, scanning the photon energy and
kinetic energy of the analyzer together, so that emission from specific core lines, in this case the
Audfyp and Audfsp; of c(2x2) Au/Cu(0CG1), could be directly monitored. The success of this
operation could be confirmed by direct visual observation of the channel plate response, using a
display scope. The position-sensitive amplification of the channel plate assembly, plus the
double-focusing capabilities of the hemisphere can produce a real-time energy-dispersion
spectrum on the hemisphere exit plane. Using 80 eV pass energy, the window is about 10 eV
wide, encompassing both the Audf?/2 (BF = 84 ¢V) and Au4f5/2 (BF = 88 ¢V) peaks but
excluding the Cu3p (BF = 75, 77 ¢V). Here BF is the binding energy with respect to the Fermi
energy. The channel plate output at each photon energy was integrated and then normalized to
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photon flux by dividing by the output of a gold grid, placed upstream. The middle energy
grating was used in this experiment and the Au photoyield for the grating is shown in Figure 4.
In this experiment and over the photon encrgy range of interest (~300 ¢V to ~500 ¢V), the Au
photoyield is dominated by the Audf photoemission?!, so that dividing by the Au photoyield also
takes out the atomic cross structure variations from the photoelectron intensity, leaving the
modulations associated with the photoelectron diffraction imaging!2.

These modulations ride on a monotonically decreasing background, which reflects the
1/KE transmission function of this lens and analyzer system24.10, Simply put, because the
electrons are decelerated to a pass energy of 80 eV, the outside acceptance angle scales as 1/KE.
This effect can easily be taken into account and comrected in the datz analysis.

1

Figure 4. The Au grid photoyield of
Al R the middle grating (500/mm) versus
photon energy.

intensity (atbitrary units)

2f i

A I i L
200 300 400 500 600
Photon energy (eV)

We have found that this method of data collection reduces our data taking time by an order
of magnitude or more, over the previous mode!9.13 of collecting an energy distribution curve
(EDC) at each photon energy. Although the EDC method produces oscillations of 25-50% and
this procedure has modulations of about 3%, the diffraction effects are still easily observable. In
the case of imaging, the trade of oscilltion size for a larger angular database is well worthwhile.
The results of our study of Au/Cu(001) will be presented elsewherel? and clearly demonstrate
imaging of surface structure with energy-dependent photoelectron diffraction.
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ABSTRACT

For GaAs {001) and (111) we have measured the photoelectron diffraction patterns at a
kinetic energy of 86 eV. We applied an extended Fourier-transform algorithm to the (001)
data to ohtain real space images. The origin of structures in these images not representing
atomic positions is investigated with the help of single scattering calculations.

INTRODUCTION

In the past few years there has been a renewed interest in photoelectron diffraction. Since
A. Szoke suggested in 1986 that a diffraction pattern caused by photoelectron emission from
a core level can be interpreted as a hologram (1] there have beer increasing numbers of
publications dealing with this so-called photoelectron holography. Most of the studies so far
have dealt with single crystals of metals which have been investigated using photoelectrons
with rather high kinetic energy. The main reason for the use of high kinetic energies is the
better spatial resolution that can be achieved with decreasing electron wavelength.

By comparison, very little has been done in the low kinetic energy regime and for semi-
conductor materials. Low kinetic anergies provide some interesting advantages. First there
is the small escape depth of the photoelectrons which leads to higher surface sensitivity and
to a better determination of the location of the emitter atoms. Secondly a more isotropic
distribution of the scattering amplitude should in principle aid the reconstruction procoss.
Yet it remains to be scen wether these advantages outweigh the disadvaniages like the
worse spatial resolution caused by the increased wavelength and the increasing probability
of multiple scattering,

The step from metal to semiconductor crystals is accompanied by a change from rel-
atively simple to more complex structures. In the case of GaAs there is the additional
problem of two different types of atoms with different scattering factors. On the other
hand this is an advantage when it comes to identify the two basis atoms of the zincblende
structure as would be the case in Silicon {2}.

EXPERIMENTAL RESULTS

Photoelectron intensity distributions were obtained using a toroidal energy analyser (TEA)
[3]. As a light source we used the synchrotron radiation facility BESSY in Betlin, Germany,
in conjunction with a toroidal grating monochromator providing photons in the energy
range from 10 to 120 eV.

The TEA is particularly suited to acquire the required intensity distributions quite
quickly. The design is such that it allows to register electrons emitted into a full 180° arc
of polar angles with an angular resolution of 1°. The azimuthal angle is changed by rotating
the sample around its surface normal in steps of 2°. The combined energy resolution of
the monochromator and the analyser has been determined to be about 0.2 eV. Light was
incident paralle! to the surface normal.

Here we present data obtained for the As-terminated (001) and (111) surfaces of GaAs.
Both samples were grown by molecular beam epitaxy (MBE) and had been capped by a
thick layer of amorphous As to protect them from oxidation. By heating the samples to
above 300°C the As cap sublimates and leaves an As-stabilized surface. From the cbserved

Mat. Res. Soc. Symp. Proc. Vol, 285. ©1993 Materlals Research Society
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Figure 1: Measured diffraction patterns for the Ga 3d core level emission from
a): GaAs(111) and b): (001) at a kinetic energy of 86 eV.

LEED patterns we deduced a (1x1) reconstruction for the GaAs(001) surface and a (2x2)
reconstruction for GaAs(111).

Figure 1a) and 1b) show the intensity distribution in contour form of the Ga 34 emission
from the (111) and the (001) surfaces of GaAs, respectively. The original data have been
transformed from 1(8, ¢) to I(k;, k,)}, where k, and k, are the components of electron wave
vector parallel to the surface. The measured intensity distributions have been corrected
for background emission and have been normalized to the photon flux. The data of the
(111) surface exhibit the expected threefold symmetry quite clearly whereas the twofold
symmetry of the (001) surface is less obvious in the diffraction pattern.

IMAGE RECONSTRUCTION

In order to get real space images from the measured diffraction patterns we have to re-
construct the data. First the data I(k) as shown in Figure 1 are normalized in order to
suppress isotropic contributions:

x(k) = 1060 - 5 [ a1 )

The anisotropy function y(k) is then transformed using the extension of Barton’s phased
Fourier-transform [5] by Hardcastle et al. [6] to yield the real space image function ®(r):

_ ) 1 e k-r
3(r) = [ ang xtiae e, @)

where F(k,r) is the phase-only part of the complex conjugate of the scattering factor. In
Figure 2a) and 2b) we show the result of the reconstruction. Figure 2a) is a contour plot
of the image function in an z-y-plane 2.8A above the plane containing the emitter, i.e.
the plane at z=2.8A in Figure 2b). The latter represents the image function in a vertical
(100) plane. Both cuts are chosen to contain only Ga atoms, so that the function F(k,r)
in equation (2) applies to Ga scatterers. The appropriate scattering factor is taken from
[4]. The crystallographic positions of the atoms are marked by crosses. Local maxima in
the image function may be seen within 0.5A of the expected locations, which is consistent
with the wavelength of the electrons of 1.3A. However, there is even stronger structure in
unphysical locations closer to the origin. This is particularly evident in the vertical cut.
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Figure 2: Real space images of the GaAs(001) sample reconstructed using eq. (2). The
crosses mark the crystallographic positions of the atoms.

In order to obtain some insight into the origin of these extraneous structures we per-
formed the following simulations. We consider a cluster of 30 atoms on a zincblende lattice
involving six layers. We have calculated the diffraction pattern due to a single s-wave emit-
ter placed in the fourth layer, 4.2A below the surface, using a single scattering formalism:

Ik) « 1+Z['fr—g‘2~+2'—£%‘cos(kr,-k-r,~+s,-)]
) 7 7
2R W oty -~k -y 4 6 -8 @

i<y’

where j and j/ sum over all scatterers. f; = |file® = f;(k- r) is the scattering factor
for the jth atom and r; is the vector pointing from the emitter to the jth scatterer. To
maximize the similarity between this simulation and optical holography we first assume
isotropic scattering factors. The resulting diffraction patter is then tranformed using Bar-
ton’s phased Fourier-transform [5}:

&(r) = /dzlzx(l.()e"""&" (4)

The result presented in Figure 3 for the two cuts discussed previously shows indeed good
agreement with the known atomic positions. When the scattering factors are changed from
isotropic to realistic ones for Ga and As [4], the resulting real space images are as shown in
Figure 4. Although weak structure is observed at the correct positions the image function
is now dominated by spurious peaks which are particularly strong near the origin.

As a next step we tried to improve the reconstruction procedure by using the method
described by Hardcastle et al. [6]. By using the full scattering factor for F(k,r) in equa-
tion (2) we found that the image quality was significantly degraded whereas using the
phase of the scattering factor only yields results shown Figure 5. By comparing Figures
4 and 5 it is evident that the main effect is a significant enhancement of the true struc-
tures relative to the artifacts even though the latter remain prominent. As expected from
Hardcastle’s algorithm the twin images of the atoms at z=+2.8A in Figure 5 are no longer
superimposed on the true atom positions at z=-2.84A.,
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Figure 3: Reconstruction of a calculated diffraction pattern (see text) according to eq. (4)
for the z-y-plane at 2=2.84 and the y-z-plane at z=0.

We now return to the consideration of the transformed experimental data shown in
Figure 2. As previously stated we have used the phase only form of Hardcastle’s algorithm
in reconstructing the experimental diffraction patterns. In the light of the above simulation
exercises it is clear that significant artifacts are to be expected; these have their origin in the
non-isotropic nature of electron scattering from Ga or As atoms. The remaining strength
o’ the artifacts is such as to make the determination of an unknown structure unlikely at
the present stage of the development of this technique.
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Figure 4: Real space images for simulations with realistic Ga and As scattering factors
reconstructed with Barton’s formula (4).
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Figure 5: Real space images for simulations with realistic Ga and As scattering factors
reconsiructed using eq. (2) with the phase of the scattering factor only. Crosses mark the
positions of the atoms, the twin images are marked by the letter T.
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ABSTRACT

Angle-resolved electron intensity distributions for Auger and
photo- electrons are calculated using a curved-wave electron
scattering formalism and compared with experiment. The
distributions are found to depend significantly on both the ¢
and m, quantum numbers of the scattered electron. We consider
the simple metals Ir and Al. Although .e intensity patterns
depend strongly on the { quantum humber at relatively low
energy, even at high energies (around 1500 eV), a significant #
effect remains, which we find arises from nearest neighbor
single scattering and from the multiple scattering or
defocussing effect. The relative contribution of each ¢ and m
partial wave is determined not only by the gquantum mechanica
matrix elements, but also by the energy, polarization, and
direction of the excitation beam.

INTRODUCTION

Angle-resolved electron intensity distributions have been
successfully used in recent years for structural
characterization of single crystal films, overlayers and
surfaces [1]. In spite of these successes, quantitative

understanding of the intensity patterns are often lacking; even
after utilization of sophisticated guantum mechanical electron
scattering theories. However, a more detailed understanding is
required if we are to utilize these intensity patterns to
generate electron holograms [2), examine magnetic materials, or
in some instances even to reliably obtain the correct
structural information [3].

Recently, we and others have significantly extended the
understanding of the ! quantum number effect on the intensity
patterns, particularly at low energies [4,5]. Specifically, it
has been found that at high energies and low ¢ (usually found
in x-ray photoelectron scattering), the forward-scattering
mechanism is dominant, but at lower energies and high 2
(usually found in low energy Auger scattering), a shadowing or
"back-lighting" effect is dominant [6] along with stronger
diffraction effects. We have intuitively explained this effect
in terms of an effective potential on the scatterers which
consists of an attractive screened Coloumb potential plus a
repulsive centrifugal potential. For electrons with large
angular momentum, the combined effective potential has a
repulsive barrier outside the attractive well so low energy
electrons traversing the outer regions of the atomic potential
are repelled by the barrier. At higresr energies the electrons
penetrate the outer barrier and are forward focussed by the
inner attractive well. The centrifugal barrier may also
generate an additional phase shift for the scattered wave which
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can result in destructive interferences and change the
intensity patterns.

These studies above involved Cu, Ag, and AuCuj. However,
recently Klebanoff and van Campen [7] published ‘experimentai
high energy photoelectron scattering results for Ir which still
showed a significant ? dependence, although less dramatic than
distributions at lower energy. Also recently, Greber et al [8]
reported low energy Auger electron scattering results for Al
and compared them with results from electron scattering
calculations. Fitting the theoretical contributions for the
different 2 to the experimental data gave relative 2 ratios
which are very different from those indicated by quantum
mechanical Auger matrix elements. In this work, we will
present details of our spherical-wave single-scattering cluster
results for Ir, and briefly summarize our results for Al. These
results provide further insight into the variation of the
intensity patterns with f and m,;, and reveal the importance of
the enerqgy, polarization, and direction of the excitation beam.

THEORY

We utilize the single-scattering cluster (SSC) code of Fadley
et al for these calculations [1,9]. This code includes the
scattering-matrix formulation of the curved wave theory
developed by Rehr and Albers [10]. The code has been slightly
modified to allow for the different f and m, components to be
determined separately, and allow for the different experimental
incident beam and polarization settings utilized in the Ir and
Al results. A 4x8x8 unit cell metal atom cluster (1444 atoms)
was utilized for Ir and a 3x6x6 cluster (592 atoms) for Al.
Broadening due to the analyzer aperture and Debye-Waller
factors was not included. The ratio of radial matrix elements
R(2-1)/R(2+1) at the required energies were obtained from
Goldberg et al [11] for Ir, although variation in these ratios
do not significantly alter the results. These calculations
were conveniently performed on a standard 486-50 PC computer
requiring about 20 hours for the full 2~ distributions
utilized in the Al calculations, and about 10 minutes for the
single azimuthal angle results shown here for Ir.

HIGH ENERGY SCATTERING IN Ir

Figure 1 summarizes the experimental photoelectron scattering
results obtained by Klebanoff and van Campen [7] from the (001)
surface of Ir. In these experiments, the sample is rotated
about an axis in the photon beam-detector axis plane with the
angle ¢ egual to zero when the [001)] surface normal is in this
plane. Therefore at ¢ = 0, the electron direction corresponds
to [0Ul] so that ¢ = 45° corresponds to [Oli}. In Fig. 1, «
equals (I-I,})/I,, where I, is obtained by angle averaging the
(001) data %n both theory and experiment. This experimental
data very clearly shows the expected forward scattering (zeroth
order diffraction) maxima at 0° and 459, with minor peaks at
18° and 32° arising probably more from first-order diffraction
effects. Most significant is the regular decrease (i.e. s>p>
d>f) in the forward scattering peak intensities at 45° with ».

Comparison of the experimental results with our SSC results
(Fig. 1b), where we have estimated the inelastic mean free path
from the typical "uaiversal™ curve (i.e. » > 10 A9), reveals
similar peaks, but with the range of x much larger than that
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found in the experimental data. This clearly shows cthat too
much forward scattering is present in these single-scattering
calculations, a conclusion commonly reported previously
[12,133. MNote, that the differences in the shape and position
of the 13° and 32° features for the 4s -~ Kkp spectrum 1is
repraduced in the theory, but very small ? effects are visible
in the intensity of the forward scattering peaks, and it varies
in the wrong order (i.e. now f£>s>p>d) from experiment.

Full inclusion of the multiple-scattering (MS) or defocussing
errects has been performed on simple linear chains such as Cu,
Al and Ni (12,13]; and on representative clusters of Cu (14].
These calculations reveal that multiple scattering dramatically
reduces the forward scattering peaks. Furthermore, calcula-
tions show that by substantially decreasing the inelastic mean
free path, one can mimic the defocussing effects; indeed in
some cases results obtained with a decreased » agree better
with experiment than the full MS results [15). For Cu it has
been found that x must be reduced by a factor of two (i.e.

Fig. 1
o ir XPD

Expt.) Experimental
polar angle x-ray photo-
electron di{icaction data
from Yr{(u0l1) as reported
in ref. [7] for the

4s —~ p (795 eV),

5p - d,s (la3d evV),

4d ~ f£,p (992 ev), and

4f -~ g,d (1426 eV)
transitions, where the
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of the scattered electron
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electron kinetic energies
are given in parentheses.
The horizontal lines are
at the 2zero point for
each case, and each tick
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polar angle (in degrees)
is from the normal.

A = Norm.) Polar angle
distributions obtained
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energy.
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from 10 to 5 A®)[15]}, although this may not be true in all
crystallographic directions [14); in Al, MS effects are also
important (but perhaps less so [16,17]) consistent with results
discussed below.

Fig. 1 shows theoretical results obtained with x = 2 A° for
all spectra, where the value 2 A° was chosen to reproduce the
experimental range of x from -0.5 to 0.5. Small 2 effects are
still revealed in the theoretical results but now the 45°
forward scattering intensity varies in more reasonable
agreement with the experiment (i.e. now s>p=f>d). We
attribute these ? effects to the following phenomena. With the
dramatically reduced a, only nearest-neighbor scattering at
the surface 1is significant. The curved wave character (as
opposed to the plane wave character) is more significant for
close-in scattering, thus emphasizing the i dependence {10].
The very strong reduction in A required for Ir (i.e. from =10
to 2 A9), suggests that the MS effect increases as the number
of core electrons increase as one might expect {17)}. 7Thus for
Ir, the very strong defocussing effect apparently increases the
importance of nearest-neighboring single scattering, so that an
¢ effect occurs even at large electron energies.

Fig. 1 also shows results where . was chosen to provide
optimal agreement with experiment for each 2. The decrease in
A with # suggests that the magnitude of the defocussing effect
also increases with £. We note that the agreement with experi-
ment utilizing this single parameter is now surprisingly good.
Except for the varying width of the 45° peak, the relative
intensity of the four features and the decreasing width with :
of the peak at 0° are in excellent agreement with cxperiment.

LOW ENERGY SCATTERING IN Al

Recently Greber et al [8] reported experimental full 2~ 1s
photoelectron and Al L,4VV normal and L;3¢-Ly3VV satellite
Auger electron distributions for Al(001). "~ The notation here
indicates that two L,; holes exists in the initial state and an
Ly3 hole and two vaience holes exists in the satellite final
s%ate. Because Greber et al excited the Auger spectra
utilizing an experimental setup which had the incoming photons
coming at an oblique angle with respect to the plane defined by
the surface normal and the detector, they observed a mirror-
symmetry breaking in the angular distribution of the 1s XPS.
Surprisingly a significant syrmetry breaking was still present
in the L 32-L23VV case, although nearly negligible in the Lj3VV
case. ﬁsinq similar SSC theoretical results, they obtained
reasonable agreement with experiment by least squares fitting
their theoretical results for individual # contributions in-
cluding ¢ = s,p, and d. For the L,;VV Auger emission at 70 eV,
theg found the s:p:d ratio to be 0.24:0.26:0.50 and for the
L;3%-Ly3VV satellite emission at 85 eV to be 0.08:0.67:0.25.

We believe the L,3VV Auger electrons are largely excited by
back-scattered secondary electrons since the 1250-1740 eV
photons (Mg and Si K_) can excite many secondary electrons
above the 2p Al binéﬁng energy around 80 eV [18]. This
essentially eliminates the mirror symmetry breaking since the
secondary electrons do not 'remember™ the incoming photon
directioné

The L;3“-L,;3VV satellite results from two processes; namely
cascade process K - L23L23 -~ LoyyVV and a shakeoff p»rocess L,

- Ly3VV. The former requires ﬁxgh energy primary electrons go
ionize the 1s electrons, and the spherical nature of the 1s

oo
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orbital eliminates the mirror symmetry breaking. The shakeoff
process in the sudden approximation [19] also requires high
energy photons, and now the incoming photon direction will
unequally populate the p,,py (Px/,Py = P; * P.;) levels, which
will be reflected in the %uger aaectron yleid breaking the
mirror symmetry.

An examination of the Auger matrix elements indicates that
little d character should be emitted for Al. Performing our
own SSC calculations, we find that we can obtain reasonable
agreement with the experimental angular distributions without
the inclusion of d character, but with nonstatistical popula-
tions of the m, levels; namely with s:p,: px» equal to 0:40:60
for the Ly, and 20:40:40 for the 3--Ly3VV  patterns,
provided we again decrease the » by a factor of =2; indeed, we
believe the inclusion of d contributions by Greber et al was
necessary because they did not account for the defocussing
effect and the possibility for non-statistical m; populations.
The negligible s contribution for the L,,VV case is consistent
with the known final-state shakeoff process which nearly
eliminates the ss and sp contributions and hence the s
contribution in the scattered electron yield for Al and Si
r20,217. (The contributions can be denoted as ss{p], spis].
and pp{p}, where the notation indicates the orbital location of
the final state holes and the predominant character of the
emitted electron in brackets). This shakeoff process |is
substantially reduced in the L232-L VV satellite because now
the initial and final states have a common core hole.

The unequal magnitude of the p {p = pg) and p, p
contributions for the L,3VV  dis rlbuglon suggests th
importance of the backscattered secondary electrons. Previous
experimer*zl and theoretical calculations reveal that the
2P5: 2Py, ionization cross-section ratio for the 2p levels
1ncrease at lower beam energy; where in this case the z axis
is assumed to be along the beam direction [22]. In our case,
the maximum backscattered electron intensity is along the
surface normal, also our z axis (the backscattered electrons
have a cose¢ distribution where e is relative to the surface
normal [23]). Furthermore, the secondary electron energy
distribution is largest just above the Al 2p threshold around
80 eV. Thus the 2p, .?px ionization ratio may be significant-
ly 1larger than one, {hat the Auger electrons may have a
corresponding nonisotroplc distribution (i.e. 2px'y:2pz > 1).

SUMMARY AND CONCLUSIONS

Previous work has shown the important effect of the f gquantum
number on the extent of forward scattering vs. blocking at low

energies. In this work we show that a significant 1 effect
remains at high energies due to both single scattering and a
defocussing effect. We also find that the angular

distributions depend strongly on the m, quantum numbers at low
energies. This suggest the possibility of gaining information
on the orbital component of the magnetization in magnetic
materials. We further note that the changes with m; introduce
anisotropies in the angular distributions arising from the
direction and polarization of the exciting beam. The beam
energy can also alter the relative sizes of the different ?
contributions. Obviously, much further work needs to be done
to sort out these important dynamical Auger effects before we
can utilize these data to obtain electron holograms [24,25] or
study magnetic materials.
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ABSTRACT

Studies in ballistic-electron-emission spectroscopy (BEES) have enabled precise en-
ergy measurements of Schottky barrier heights with excellent spatial resolution and, more
recently, it was shown that even scattering at the metal/semiconductor interface affects
the BEES spectrum [1]. Monte Carlo simulations have been done to predict the spatial
resolution of ballistic-electron-emission microscopngBEEM) {2]. In this paper, we will
discuss the experimental spatial resolution of BEEM, and we will also give some of our
BEES results for Au/Si and for Au/PtSi/Si. Our experimental BEEM studies indicate
that, for Au/Si, hot electron transport is diffusive rather than ballistic, because the in-
elastic mean free path length (~100 nm) is much larger than the elastic mean free path
length {~10 nm). This is in agreement with existing theories and with the literature
on the internal photoemission method of studying the transport. Even in this diffusive
regime, the spatial resolution of BEEM is still expected to be very good, being on the
order of 10 nm [2]. Our preliminary work on PtSi shows that it has an attenuation length
of 4 nm, which differs significantly from that of Au.

INTRODUCTION

In ballistic-electron-emission microscopy (BEEM) and in ballistic-electron- emission
spectroscopy ( BEES), the scanning-tunneling microscope (STM) tip functions as an emit-
ter of electrons, and the electrons tunnel across a vacuum energy barrier into a base region
consisting of a thin metal ovetlayer on a collector region consisting of a semiconductor.
By injecting electrons over a local base region and changing the STM tip-to-sample bias,
one does BEES, and by holding the bias voltage the same and scanning the STM tip
over the metal base, one does BEEM [3]. By using BEES, one can study the energy de-
pendence of carrier transport within the metal base and across the metal/semiconductor
(m/s) interface. By using BEEM, one can study the spatial variation of the Schottky
barrier height and of transport across the metal base and across the m/s interface. The
superior spatial resolution of STM suggests that the spatial resolution of BEEM may be
excellent. This important issue has not yet been settled, and it is a purpose of this paper
to address this issue and to show that the spatial resolution of BEEM is on the order of
10 nm instead of | nm because of elastic scattering in the metal base region. We will
also discass what energy levels can be probed via BEES together with BEEM.

SPATIAL RESOLUTION OF BEEM

There are many probes, most of which involve photoexcitation, that can be used to
measure the Schotitky barrier height and the quantum yield. The first study in BEEM
romised a superior spatial resolution of 1.2 nm by BEEM for a 50 A thick metal overlayer
3]. This spatial resolution requires that the injected electron beam remains ballistic in
the metal base, i.e. no elastic scattering occurs and all inelastic scattering take away
enough energy to thermalize the electrons. This requirement contradicts the finding
from experiments using internal photoemission that discovered inelastic mean free path
to be much longer than the elastic mean free path length in many metals including Au [4].
It also contradicts the theoretical estimates on the inelastic mean free path of electrons
(5] If, as the theory predicts, the inelastic mean free path length is approximately 1000
A for an electron 1 eV above the Au Fermi level, then an electron injected into a 50 4
thick metal base will scatter elastically many times before it thermalizes, and the spatial

Mat. Res. Soc. Symp. Proc. Vol. 295. ©1993 Materiais R h 8

© i o A AP 1t D 1 A T I



resolution of BEEM will be on the order of 10 nm.

It is important, however, to distinguish between the experimentally observed spatial
resolution and the spatial resolution for the ideal cases. If there are strongly scatterin
defects such as a domain boundary, then sharp contrasts may be seen in the BEEN
images, e.g. across grain boundaries, even though the intensity within each grain may
be uniform. This effect may have been observed by Niedermann [6]. It is important to
realize that the spatial resolution of BEEM is not the same everywhere, that the ideal
case in which the metal overlayer is a single crystal has limited applications because
defects such as grain boundares are not included.

A test of the claim that the electron transport is ballistic in the metal overlayer is
the evidence for or the lack of the “search-light effect.” This effect arises because the
tunneling electron distribution from the STM tip is sharply peaked about the surface
normal of the metal base. If the metal surface is tilted with respect to the semiconductor
substrate, then the injected electrons will have to travel longer than the thickness of the
metal overlayer to reach the m/s interface, the distance being greater if the tilt angle is
greater. In the ballistic regime where there is no elastic scattering, this effect should be
noticeable, whereas, in the diffusive regime, this effect should not be seen except for a
very thin metal overlayer. Fig. 1 shows the calculated attenuation of the BEEM current
as a function of the surface tilt angie of the metal base, and Fig. 2 shows a typical
experimentally measured BEEM current as a function of the surface tilt angle for Au/Si.
We used the planar tunneling model £based on WKB approximation for a trapezoidal
barrier) as is commouly done, and we feel justified in using it since a more sophisticated
s-wave model by Tersoff gives nearly the same momentum distribution of the tunneling
electrons [7). The absence of the search-light effect supports our earlier Monte Carlo
simulation [2] in presuming that the electron transport in Au base is diffusive.

The data in Fig. 2 were calculated from a single line scan from a BEEM image
consisting of 128 x 128 data points. Other line scans also show the absence of the search-
light effect. As in Fig. 2. there are occasional sharp features in the BEEM current
correlated to steps on the Au surface and these may be caused by strong scattering by
defects near the steps, but no evidence for the search-light effect was observed.

Our experimental finding is consistent with the first BEEM study of Au/Si by Kaiser
and Bell [3] in which they found that the BEEM images of the Au/Si interface were
very uniform even though surface roughness was present; however, no attempt was made
then to study this quantitatively nor was the significance of this question realized. More
recently, Prietsch and Ludeke (8] realized the significance of the search-light effect and
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reported its apparent manifestation for the metal/GaP system. It is entirely possible
that the interface of metal/GaP behaves very differently from that of Au/Si, although
alternative explanations are possible for their observation.

Another study of interest was done by Fernandez e! al. [9] who found that, on
some Au/impurity /Si samples, they could modify the interface under certain BEEM
conditions (high current and voltage). The modified interfaces can be imaged with an
apparent spatial resolution of 1-2 nm. Lastly, there was a recent report of excellent
spatial resolution for Au/(patterned Si0,)/Si by Manion et al. [10]. However, their Au
thickness was 150 4 so that, as they noted, the observed spatial resolution of 1-2 nm was
too good for any realistic angular distribution of electrons from the STM tip.

It should be clear from the discussion of the effective inelastic mean free path length
that, if the Au layer could be modified in such a way as to significantly reduce the
inelastic mean free path with respect to the elastic mean free path length, then the
spatial resolution would improve. In addition, macroscopic defects in the metal layer
{cracks, grain boundaries, steps, etc.) may present barriers to the hot electrons which
would appear to improve the interface resolution artificially. It is significant that none
of these studies reported finding the search-light effect for Au/Si, and we have argued
that this is a strong evidence that the electron transport in Au is diffusive rather than
ballistic.

ENERGY RESOLUTION OF BEES

We have done BEES on Au/Siand on Au/PtSi/Si, and our data shows that the energy
resolution of BEES is excellent. Fig. 3 shows our ac BEES spectrum for Au/Si, and in
it the Schottky barrier height, the 1040 meV threshold for phonon assisted electron-hole
pair creation at the m/s interface [1}, the band gap energy of Si, and a mysterious peak at
1230 mV are seen. {The ac BEES specttum is exactly the same as a numerical derivative
of a dc BEES spectrum.) The ac BEEM threshold is obviously linear, and this allows
precise measurement of the Schoitky barrier height by linear interpolation. The data
was taken at 25 meV intervals, and it is seen that the limit of energy resolution of BEES
at room temperature is thermal broadening of the tunneling electron distribution.

Fig. 4 shows our ac BEES spectrum for Au/PtSi/Si. The signal was weaker in this
case due to the scattering at the Au/PtSi boundary and within the PtSi. The spectrum is
a spatia] average and this may explain why the Schottky barrier threshold is not as sharp
as for Au/8i; it has been found that most epitaxial silicides have different Schottky barrier
heights depending on the relative orientation of the silicide and the silicon substrates [} 1}.
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LOW ENERGY POINT SOURCE ELECTRON MICROSCOPY

H.J. Kreuzer
Department of Physics, Dalhousie University, Halifax, N.S. B3H 3J5,
Canada

ABSTRACT

The theory of the point source low energy electron microscope is rev-
iewed. Images are calculated for a carbon fibre, a small cluster of
MgO and a double helix of carbon atoms. A Kirchoff-Helmholtz trans-
form is used for reconstruction. The importance of image size is
stressed and the chemical specificity of the method is demonstrated.

INTRODUCTION

More than 40 years ago, D. Gabor {1] proposed a new principle of
microscopy to overcome the limitations of lenses. Using a coherent
ensemble of particles with wave nature, the fraction of the beam
elastically scattered by an object is made to interfere with a coherent
reference wave at some two-dimensional detector creating a hologram
that contains information on both the amplitude and the phase of the
scattered wave. The laser provides such a coherent source of photons
for light holography. Only recently has electron holography been dem-~
onstrated in electron microscopy [2,3)}, in photoemission electron
holography ({4}, and in lensless low energy point source electron
microscopy [5~8].

In the lensless low-energy point source electron microscope an
ultrathin metal tip with one or a few atoms at its apex serves as a
"point" source for electrons which, after accelaration to energies in
the range of 20 - 200 ¢V, scatter off the atoms of an object film a dis-
tance of 0.1 - 1 wn away. On a screen some 10 cm away an image is
formed by the unscattered and the scattered electrons. If the object
film only blocks a small fraction of the incoming electron beam, most
electrons arrive on the screen unscattered and we have the typical
situation of an in-line hologram, as demonstrated explicitly with the
images of carbon fibres. On the other hand, if the object film is
extended, images are obtained with structures of length scales that
correspond to the lattice of the object film. These structures are,
however, not geometric shadow images but interference patterns.

In the point source electron microscope lenses to produce a reduced
image of the beam source have been made obsolete by the fact that an
atomic size metal tip generates an abberation-free, virtual source
whose dimensions can be estimated to be less than 0.5 A. Because it is
the point-like character of the electron source that distinquishes
this microscope from others we propose to name it the kendroscope from
the greek kendron meaning sharp tip or spine. Imaging with the kendro-
scope we will refer to as kendroscopy, and the images we will call ken-
drograms. We will show below that kendrograms are composed of two
contributions, a modified hologram or holographic diffraction pattern
and a classical diffraction pattern.

The theory of the kendroscope has been developed recently [9] that
allows the simulation of kendrograms to aid in the interpretation of
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experimental images.

A modified Fourier transform of the Kirchhoff-
Helmholtz type was also advanced that allows to reconstruct the spa-

tial structure of the object film from the image or kendrogram.
Further work on the theory of the kendroscope has been published by
Spence et af. [10-11]

In this paper we will report on some new developments since the sub~
mission of the theory paper. We will show some interesting kendro-
grams, e.g. of a double helix structure for which we also do the recon-
struction. Doing the latter for a small MgO cluster we ¥‘ll see that
element-specific information can be obtained.

SCATTERING THEORY

The theory of the kendroscope uses a scattering approach based on the
Lippmann~-Schwinger equation.

One models the electron source as emit-
ting a wave of mostly spherical symmetry by writing (for large
distances from the source, i.e. kr>>1)

[ 4
Wm (r) = <x [y > = rrlexp(ikr)[1+ ). ) cgn (=) Ep (X/7)

1)
=1 m=-t

For the object film this represents the incoming electron beam (which
in LEED is a plane wave). The deviations of the incoming wave from per-
fect spherical symmetry can be intrinsic to the source itself or might
arise from the accelerating electric field between the source and the
object. To account for the energy spread in the incoming electron

beam, we can sum the final result over different wave numbers k due to
the linearity of the Schridinger equation.

The scattered wave emanating from the object film is given by

19> = |45 + GOTI > @)

where GV is the free Green's function, and the 7-matrix satisfies the
Lippmann-Schwinger equation

T=V+Vvéi"T (3)

Next we assume that the scattering potential of the object film can be
written as a constant inner potential, V,, and a sum of pseudo-poten-

tials centered at the positions, r;, of the atoms or ions of the object,
i.e.

V(r) =V, + ZV(r-r,)

(4)
i
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Expressing the full T-matrix in terms of the T-matrices, T,, of single ;
atoms, one eventually finds for the scattering solution for a cluster §
of identical atoms .
¢
exp (ikr) = ! ¢
=SB e Y Y o O ) ¢
=1 m=-t t
H
:
explikp) _m !
+ Y — s  GOFC ) ) {
itm ?
4
where p, = | r-x,| and :
= k~1sindpexpide) (6) :

contains the scattering phase shifts 5. We also defined a structure

factor

th (ri) = Q'm (ri) * Z M(rj-ri‘ :llm'i, cm')él'm (rf)
jem'

+ Z H(frtsif.m.!',M')M(t,'-r,-:t’.m‘,l”,rn")(b,»"‘ )+ ... D

jtmj'em’
with
o t
2" () = 4xy" 2 @) texp (k) ¥ Y Z cgn (<)L Ym (E]7) (8)
=1 m=—t
M, jt,m 2 m') = 4aX" @)™ @,)explika,)/a, @)

Factoring out a spherical wave

-] ¢
Iﬁ“’ (x) = E._xg-(r—ik—f-)- 1+ z z Ctm (_E)lyt,n (r/r) + @"(*) (r)

=1 m=~t
(10)
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one gets for the contrast image on a screen

1w =i - 5= ,%tzReW” @ + %7 @l (11)

We will refer to the first term as the *holographic diffraction pat-
tern" because it arises from the superposition of the interference
terms between the reference wave and the scattered wave from any one
of the atoms, The second term in (11) contains the interference
between the scattered waves. We will refer to it as the "classical
diffraction pattern®". Neither term, holographic or classical diffrac-
tion, is meant to be exclusive but simply is coined to refer to the
terms in (11) linear and quadratic in the scattered waves. Because
both holographic and classical diffraction are present to a larger or
lesser degree, we feel that a new name, namely a kendrogram, is appro-
priate for these images.

Holographic diffraction dominates the kendrograms for thin objects
that are semi-transparent to electrons; examples are carbon fibres,
Cso and similar carbon clusters and thin metal clusters of a few atomic
layers. As the scattered wave function grows due to multiple scatter-
ing in thicker films, classical diffraction becomes more important.
When it eventually dominates the image, we are in the regime of classi-
cal wave optics. At this stage objects become opague and information
about the atomic structure of the object is lost. Image formation can
then be described as diffraction around macroscopic objects.

In our discussion so far we have not dealt with inelastic electron
scattering. In the experimental setup inelastically scattered elec-
trons are prevented from reaching the detector by applying the nega-
tive of the accelarating voltage (between the tip and the object) to
the detector. Thus at a given energy the effect of inelastic scatter-
ing is to reduce the flux of detected electrons. This implies that in
our theory we can restrict ourselves to elastic scattering as well.
The overall reduction of the scattered signal as a function of energy
can then be adjusted by multiplying the calculated flux with an over-
all damping factor involving the mean free path. For energies between
30 and 200 eV the latter varies from 5 to 10 A for most metals. This
suggests that kendroscopy is possible on metallic films of thicknesses
of the order of a few atomic layers.

In Fig.1 we show an example of a calculated kendrogram, namely for a
carbon fibre of 5x51 atoms.

THEORY OF RECONSTRUCTION
The r-dependence in the scattering wave function (5) suggests that rec-

onstruction of the object from the kendrograms can be achieved via a
Kirchoff-Helmholtz transform

1
K(r) = = [;E 1(t) exp(ikt-r/%) (12)

where the integration extends over the 2-dimensional surface § of the
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Fig.1: Left panel: Kendrogram of a carbon fibre consisgting of
5x51 carbon atoms aranged on a square lattice with a=2.54, at an
electron energy of 95eV and a source to atom distance 4d=10004;
the image covers an angular opening of 435%. Center panel: Rec-
onstruction from the left image showing atomic resolution.
Right panel: Reconstruction from a smaller image that covers an

angqular opening of only #5%, showing only the outline of the
fibre.
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Fig.2: Kendrogram of a double helix of carbon atoms at an eleg-
tron energy of 95eV and a source¢ to atom distanq,e d=1000A.
Diameter of the double helix is 604; its pitch is 404 per turn.

The images cover an angular opening of 1359 (left) and 15°
(right), respectively.

screen with coordinates {=(X,Y,L), a distance L from the source.

Such a

transform has also been used in photoemission electron holography (4].
The applicability of this transform to kendroscopy has been demon-

e ettt .
. A A 4o I A 2.8 A

P

A e

L Ea A



240

Fig.3: Reconstruction from the kendrograms of a double helix,
Fig.2.

strated in detail by inverting theoretical kendrograms. As an example
we show the reconstruction from the kendrogram of a single layer
carbon fibre, Fig.l. To obtain atomic resolution in the reconstruc-
tion, center panel, we need an image with an angular opening of 4359,
i.e. large enough to contain information about the first Bragg peaks.
If the latter information is excluded by choosing a smaller screen to
record the kendrogram, only the outline of the carbon fibre can be
obtained. As a further demonstration we have calculated, in the single
scattering approximation, the kendrogram of a double helix of carbon
atoms, as a rather crude model for a DNA molecule, shown in Fig.2 on a
screen larger than the shadow projection of the object (left panel).
The right panel of Fig.2 shows an enlargement of the central section.
The respective reconstructions are shown in Fig.3. With the full
image, left panel of Fig.2, as input, atomic resolution can again be
achieved in the reconstruction including depth resolution (left panel
of Fig.3). However, the limited information contained in the right
image in Fig.2 is only sufficient to indicate the secondary structure
of the double helix without atomic resolution, see the right panel in
Fig.3. Depth resoclution is equally reduced in this case.

The question arises whether reconstruction with atomic resolution
can yield information as to the chemical composition of the object. To
demonstrate that this is possible we have used the theoretical kendro-
gram of a small MgO cluster, taken at an electron energy of 95eV over a
half angle of 35°, and reconstructed the object. We find, see Fig.4,
that the Mg spots in the reconstruction have about twice the intensity
of the O spots. Thus although one cannot readily identify the chemical
nature of a particular spot in the reconstruction, one can still dif-
ferentiate between different atomic species.

It has been suggested, both for kendroscopy and for photoemission
electron holography, that lateral and, more importantly depth resolu-
tion can be improved if images obtained at several electron energies
are used in the reconstruction.[9,12-16] Because spurious structures
in the reconstruction are strongly energy dependent, one hopes that a
superposition of reconstructed pictures for several energies will
enhance the real atomic structures and smear out the spurious ones.
Still one cannct circumvent limiting factors of apertured optical sys-
tems (17). We have tried energy averaging, both without and with prem-
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Fig.4: Reconstruction from a kendrogram of a 7x7 MgO cluster
at an electron energy of 95eV and a source to atom distance
d=10004, showing the chemical specificity of the method: bright
dots are Mg and dull spots are O.

ultiplying the images with a phase factor exp(ikr), and found that
averaging helps in locating the atoms (more so without the phase
factor), but the procedure still needs some new ideas.

OUTLOOK

In this paper we have reviewed the theory to calculate electron ken-~
drograms for the point source electron microscope. Holographic dif-
fraction and single scattering are dominant for small carbon clusters
and carbon fibres. Multiple scattering becomes appreciable for large
metal films for which classical diffr.action also starts to play a role
and eventually becomes dominant for films of more than a few atomic
layers.

A Fourijer-like transform can be used for the reconstructicn of the
object. To obtain atomic resolution in the reconstruction, the image
screen must be large enough to record zero and first order Bragg dif~
fraction. Taking images at various electron energies or at different
tiit angles of the object can enhance the res>lution in reconstruction.

The reconstruction formula has now been applied *“o experimental
data. First results for carbon fibres and DNA are very encouraging.
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Atomic Force Microscopic Imaging of
Biologically Important Materials

Lorraine M. Siperko* and William J. Landis**
*IBM Technology Laboratory. Endicott, NY 13760
**Harvard Medical School and Children's Hospital, Boston, MA 02115

ABSTRACT

Atomic force microscopy (AFM) has been used 1o image the surface atomic
structure of hydroxyapatite {Caj(PO4)6(OH)3]. HA. and brushite [CaHPO42H50)].
DCPD. Compared 10 HA, the surface of DCPD was found to be much less complex.
Identification has been made of one crystal plane of DCPD that has atoms commensurate
with those of one of the observed crystal planes of HA.

INTRODUCTION

The development of AFM, since its
invention in 1986!. has led 10 the use of this
instrumentation in the atomic scale imaging
of both conductors and non-conductors.
Scanning the sample under a probe tip
{mounted on a deflecting cantilever) by

means of a piezoelectric drive generates
deflections which are indicative of |Figure 1: Low resolution AFM image of
surface topography or structure. One OSSN
interesting aspect of this technigue is the
capactty to image the surface of materials in
a wvariety of environments (air. liquid.
vacuum). It is the flexibility of the
instrument which accounts for its use in

many fields, including biochemistry 2§

The structure and chemical nature of
the minerals hydroxyapatite and brushite
have been studied extensively in biological
research. %10 HA is found naturally in hard

Figure 2: Low resolution AFM image of
brushite. (xy=500nm)

tissues such as bones and teeth. Certain

structural  features of  brushite  have

Mat. Res. Soc. Symp. Proc. Vol. 295. * 1993 Materials Research Society
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suggested it may be a precursor for the
formation of HA,!! a consideration which is
important in understanding the
mineralization of biological tissues. The
initial results of the investigations presented
here will demonstrate the feasibility of
studying the surface atomic structure of
these minerals. Such work with HA and
DCPD surfaces could be used to gain
insight into their possible interaction.

EXPERIMENTAL

HA and DCPD samples were
prepared by suspending the mineral powders
in absolute ethanol (1 mg/ml) and depositing
an aliquot of the suspension onto a glass
slide 2 The samples were allowed to dry in
air. A Digital Instruments NanoScope 1l
AFM with silicon nitride integrated tips. [Figure 3: Atomic resolution AFM image
operated in air, was used to acquire data. (1.2nm x 1.2nm) of HA (top}
Atomic scale images were obtained in the and DCPD (bottom),
force mode and the data subjected to low-pass filtering. The cantilever tip was in
contact with the surface of the sample, which moved under the tip by means of
piezoelectric drives.

RESULTS AND DISCUSSION

HA samples prepared in the manner described above tend to form well isolated
crystal clusters, as shown in Figure 1. In contrast, DCPD forms flat, thin crystal platelets
(Figure 2). Present studies have shown that the atomic structure of HA is more complex
than that of DCPD. At least six different surface structural AFM patterns have been
detected for the HA crystal surface, but only one for DCPD. Atomic top scale images of
HA and DCPD with similar atomic spacings are shown in Figure 3. Of the different
atomic configurations, the HA structure shown is most often observed during imaging
and may represent the largest expressed face of the mineral. Measurements taken on
this surface of the HA sample show spacings of 3.5A£0.2A in a siightly distorted
square configuration. Distance across the farthest corners of the (distorted) square
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measures  6.5A. Measurements
taken on the DCPD sample
yield atomic  spacings  of
4.4A+0.2A. The diagonal distance
measures 5.6A . The
corresponding HA and DCPD line
traces are shown in Figure 4. The
measurements show that the HA
and DCPD surface structures
observed in this study are
comparable in size.

When they are superposed
graphically as shown in Figure 5,
the respective crystal planes are
geometrically similar at the atomic
perspective.  Both the HA and
DCPD configurations are drawn to
scale from data taken from the
images in Figures 2 and 3. From

markers: 0.4nm.

REFERENCES

Figure 5: Diagram showing placement
of HA (distorted square) atop|
DCPD. Distance between
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Figure 4: Single line traces taken from data in
Figure 3. Top pair: hydroxyapatite.
Bottom pair: brushite.

the model, it can be seen that the atoms at
the vertices of the HA and DCPD surface
structure are positioned to within 0.9A
of each other. The close atomic
distance correspondence determined by
AFM may be consistent with the concept
that DCPD may serve as a template for the
deposition of HA.!! Further observations
by AFM characterizing the surface atomic
structure of these two biological matenals
are vital to understanding potential HA-
DCPD interactions.
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CHARACTERIZATION OF INTERNAL INTERFACES
BY ATOM PROBE FIELD ION MICROSCOPY

M. K. MILLER AND RAMAN JAYARAM
Metals and Ceramics Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831-6376.

ABSTRACT

The near atomic spatial resolution of the atom probe field ion microscope permits the
elemental characterization of internal interfaces, grain boundaries and surfaces to be
performed in a wide variety of materials. Information such as the orientation relationship
between grains, topology of the interface, and the coherency of smail precipitates with the
surrounding matrix may be obtained from field ion microscopy. Details of the solute
segregation may be obtained at the plane of the interface and as a function of distance from
the interface for all elements simultaneously from atom probe compositional analysis. The
capabilities and limitations of the atom probe technique in the characterization of internal
interfaces is illustrated with examples of grain boundaries and interphase interfaces in a wide
range of materials including intermetallics, model alloys, and commercial steels.

INTRODUCTION

The characterization of grain boundaries and other interfaces requires a technique with
elemental mass resolution and high spatial resolution. The energy-compensated atom probe
field ion microscope (APFIM) is well suited to this rype of characterization due to its near
atomic spatial resolution and its ability to identify and quantify solute segregation for all
elements present in the material [1]. These abilities permit the acquisition of data on a local
scale that is not possible by other analytical techniques such as transmission eleciron
microscopy or Auger spectroscopy. For example, the field ion micrographs shown in Fig. 1
reveal that the boron segregation was significantly higher at a small facet on the grain
boundary in an Ni3Al intermetallic as indicated by the brightly-imaging boron atoms [2] and
that a grain boundary in a Soviet type VVER 440 pressure vessel steel was decorated by
ultrafine brightly-imaging molybdenum carbo-nitride precipitates. In addition, atom probe
analysis of the VVER 440 steel revealed that there was a significant (>50x) enrichment of
phosphorus at the grain boundary. These observations have important implications on the
mechanical properties of the materials: in the Ni3Al case, the boron segregation is linked to a
significant improvement in the ductility of the material, and in the pressure vessel steel case,
the high phosphorus level indicates that the material is susceptible to temper embrittlement.

One of the limitations of the atom probe technique is the relatively small volume of
material that may be analyzed in a specimen. However, modern methods of specimen
preparation that involve examination and preselection in the transmission electron
microscope, together with micropolishing and precision ion milling techniques, enable the
efficient study of features present in low number densities such as grain boundaries in
materials with grain sizes several orders of magnitude larger than the size of the analyzable
apex region of a field ion specimen [1].

ANALYSIS OF BOUNDARIES

The atom probe field ion microscope may be used to determine several parameters of
a grain boundary. For example, a field ion micrograph of a grain boundary in an Fe-45% Cr
alloy aged for SO0 h at S00°C is shown in Fig. 2. This field ion micrograph indicates that the
grain boundary is decorated with a darkly-imaging ~15 nm thick film [3]. Analysis of the
crystallographic relationship [4] between the two grains revealed that this boundary was
consistent with a Z9 orientation. Atom probe analysis revealed that the darkly-imaging film
was chromium nitride and there was a 5 to 10 nm thick region adjacent to this chromium
nitride film that was depleted in chromium to ~15% Cr. The micrograph also reveals that the
interior of the grain was decomposed into a complex interconnected mixture of brightly-
imaging iron-rich & and darkly-imaging chromium-enriched o' phases and there was no

Mat. Res. Soc. Symp. Proc. Vol. 295, © 1993 Materials Research Society

m—n— s

N e B 4

B

-



248

change in scale of this two phase microstructure with respect to position away from the
boundary. It should be noted that this decomposition is difficult to resolve by other
analystical techniques such as transmission electron microscopy. This two phase
microstructure was not present in the chromium-depleted zone. In addition, a darkly-
imaging 5 nm thick chromium nitride precipitate is evident protruding from the boundary.

The compositional analysis of grain boundaries or interfaces in the atom probe
requires careful selection of the experimental parameters, such as the effective size and
position of the probe aperture used to define the region analyzed. Since the analysis is
performed by collecting the atoms that originate in a small cylinder of analysis, the three
dimensional geometry of the boundary and the orientation of the cylinder of analysis must be
taken into account in the selection of the optimum location for the probe aperture. The axis of
the cylinder of analysis is determined by the taper angle of the specimen, /2, and the
position of the probe aperture as shown in Fig. 3. A composition profile along the plane of
the grain boundary is shown in Fig. 4. The periodic peaks of iron and dips in chromium and
nitrogen indicates that the chromium nitride film was not continuous. In order to maintain the
correct analysis conditions, frequent realignment of the position of the probe aperture is
gencml%mquircd for this type of analysis.

e composition of the volume defined by the cylinder of analysis is determined by
simply counting the number of atoms of each type in that volume. However, the result is an
average composition over the entire volume. Although the lateral extent of this cylinder is
generally selected to be only a few atom diameters wide, it does not necessarily reflect the
true levels of solutes at a grain boundary in cases where the width of segregation is narrower
than the effective extent of the probe aperture such as in the boron-doped NiAl specimen
shown in Fig. 5 [5]. A more appropriate concentration may be determined by considering the
relative contributions from the boundary region and the surrounding matrix included in the
cylinder of analysis as shown in Fig. 6. The relationship between the true concentration at the
boundary, Cy, the average measured concentration, C, and the measured concentration of the
matrix, Cp, is given by [6]

nr

RN 2 SE— I W 1
r(7r.-26)+wsin0( m)*Cm ()

Cp

where 0 = cos -1 (w/2r), and r is the effective radius of the probe aperture. In order to perform
this correction, a width of the boundary region, w, is assumed. The variation of the
enrichment factor is a function of this width, as shown in Fig. 7 for the boron enrichment at a
grain boundary in boron-doped NiAl {5,6]. Although it is difficult to assign a value to the
width of the boundary region, a sensible choice is the interplanar spacing of the closest
packed plane, e.g. d110. It is evident that the true enrichment is significantly higher than the
measured value. However, it should be noted that this volumetric approach assumes that the
composition may be treated as a continuum and that there are no variations in density on a
local scale: these assumptions may not be correct or even appropriate at the atomic level.

INTERFACE MORPHOLOGY

The three dimensional morphology of interfaces and precipitates may be accurately
determined with the atom probe. Since the technique of field evaporation (1] enables smalil
amounts of material to be carefully and precisely removed from the specimen, the
morphology of the feature may be reconstructed from its extent in a sequence of field ion
micrographs or field evaporation micrographs [7). Until recently, this technique has mainly
been used to determine the shape of small precipitates. However, the introduction of the new
generation of three dimensional atom probes (3DAP) has enabied more elaborate types of
visualization and parameterization of complex microstructures. However, it should be
emphasized that it is the more powerful computer capabilities rather than the new types of
position-sensitive detectors that have permitted these types of visualizations.

An example of the complex microstructures that may be visualized at the atomic level
is the two phase microstructure that is formed by spinodal decomposition within the low
temperature miscibility gap in the Fe-Cr system, as indicated in interior of the grains in Fig. 2.
A three dimensional set of data may be obtained by field evaporating the Fe-45% Cr
specimen and recording in a digital format the sequence of field evaporation micrographs that
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Fig. 1. a) Field ion micrograph of a grain boundary in boron-doped Ni3Al showing brightly-
imaging boron atoms decorating a small facet (arrowed). (b) Boundary in a Soviet
type VVER 440 pressure vessel steel showing ultrafine brightly-imaging molybdenum
carbonitride precipitates. Atom probe analysis also revealed that there was a
significant enrichment of phosphorus at this boundary.
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Fig. 2.Field ion micrograph of 2 L9 grain  Fig. 3. Schematic diagram of the orientation

boundary in Fe-45% Cr aged for 500h of the cylinder of analysis in the
at 5000C exhibiting a darkly-imaging atom probe. The axis of the cylinder
chromium nitride film. A chromium makes an angle ¢ with respect to the
nitride precipitate is also evident axis of the specimen.

protruding from the boundary.
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CONCENTRATION

Fig. 4.
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Atom probe composition profile along the 9 grain boundary in the Fe-45% Cr model
alloy shown in Fig. 2. The periodic iron peaks indicate that the chromium nitride film
of precipitates is not continuous.
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Fig. 5. Field ion micrograph of a boron Fig. 6.Schematic diagram of the

decorated grain boundary in boron- intessection of a planar feature of
doped NiAl. The boron width w, with the circular probe
enrichment is confined to the plane aperture of effective radius r.

of the boundary.
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Fig. 7. The enrichment of boron as a function of grain boundary width, w, based on equation ]
for the NiAl grain boundary shown in Fig. 5. A sensible choice for the width of the
boundary is the interplanar spacing of the close packed (110) plane, i.e. d1y0.

Fig. 8.A three dimensional reconstruction
of the isosurface between the iron-
rich o phase and the chromium-
enriched @' phase obtained from a
sequence of field evaporation
micrographs in the optical atom
probe. The material was an Fe-45%
Cr alloy aged for 192 h ar 5400C.
This volume is a cube of side 21 nm.
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Fig. 9.Plot of the perimeter length as a

function of the ruler length obtained
from field evaporation micrographs
of Fe-19, 24 and 32% Cr alloys aged
at 500°C and a reference circle. The
fractal dimension of the interface
was found to vary between ~1.1 and
1.5 which indicates that the interface
is fractal.
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appear on the position-sensitive detector of the optical atom probe (OAP) {8,9]. One of the
most effective representations of the morphology of this complex interconnected
microstructure is to calculate the isosurface between the two phases. An example of an
isosurface in an Fe-45% Cr alloy aged for 192 h at 540°C is shown in Fig. 8. This set of data
corresponds to a cube that is approximately 21 nm on each side. The complex interconnected
nature of this two phase microstructure is clearly evident. Similar isosurfaces have also been
determined for this material from three dimensional composition maps [10].

The three dimensional data may also be subjected to other types of analyses. For
example, examination of the length of the perimeter of the interface as a function of the ruler
length of similar sets of field evaporation sequences in Fe-19, 24, and 32% Cr alloys aged at
500°C has indicated that the interphase interface has fractal properties, as shown in Fig. 9
[11]. Some other types of fractal and topological analyses have also been performed on these
model Fe-Cr alloys [10]. These types of analyses provide means for comparing different
aging conditions.

CONCLUSIONS

The examples given in this paper have illustrated some of the types of information
that may be obtained with the atom probe field ion microscope in the characterization of
internal interfaces. The high spatial resolution and serial sectioning capabilities of the field
ion microscope enables the three dimensional morphology of the interface to be visualized
and the mass spectrometer section of the atom probe enables compositional variations and
segregation behaviour to be accurately determined.
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ABSTRACT

The secondary electron generation process is studied in an ultra-high vacuum scanning
transmission electron microscope using electron coincidence spectroscopy. Production pathways
for secondary electrons are determined by analyzing coincidences between secondary electrons
and individual excitation events. The ultimate spatial resolution available in scanning electron
microscopy is limited by the delocalization of the secondary electron generation process. This
delocalization is studied using momentum resolved coincidence electron spectroscopy . The
fraction of secondary electrons resulting from localized excitations can explain the high spatial
resolution observed in secondary electron microscopy images.

INTRODUCTION

The high spatial resolution structural determination of surfaces, overlayers and monolayer
thin films often utilizes the secondary electron (SE) signal produced by a focused probe of fast
electrons, e.g. imaging surface steps on Si(111) [1], Si{100) [2], GaAs(110) [3},Cu(100) [4].
NiO, MgO and Pt [5,6). The production of SE by focused, fast electron beams is a multistage
process which includes excitation of target electrons by the energetic incident beam, subsequent
decay yielding hot SE, transport to the surface, and transmission over the surface potential
barrier [7]. Although the excitation process for inelastic scattering of fast electrons in thin films
is well described by the Bethe theory [8] pioneered over 50 years ago, detailed theoretical
treatments of SE production and transport [7] have yet to be verified. The ultimate spatial
resolution of a SE image formed by scanning a well focussed probe across a surface is imited by
the spatial delocalization of the specific excitation event which leads to the production or
generation of SE. This delocalization can be related to the transverse momentum transferred to
the specimen during the excitation process through the Heisenberg uncertainty principle.
Theoretically, Ritchie et. al. [9] concluded that high spatial resolution SE images result from
localized scattering from valence excitations, in accordance with the experimental results of
Bieloch et. al. [4). Liu and Cowley [5] maintain that it is the higher-angle inelastic scattering that
gives rise to the observed high spatial resolution, and that these events are likely due to single
electron excitation processes. Even the role of the delocalized plasmon excitation and subsequent
decay into SE [10] in free electron metals, which has received considerable theoretical attention,
remains controversial and awaits experimental characterization [11].

The accepted model for SE production (7] is not well characterized since it is extremely
difficult to separate experimentally the generation, transport and transmission processes during a
given SE creation event. Here, we examine the SE generation pathway by correlating SE of a
given energy produced by an initial inelastic excitation using time coincidence detection [12-14).
This techmgue can be used, for example, to isolate the role of plasmon decay [10,11] in the SE
generation process.

EXPERMENTAL RESULTS

The experiments were performed in a Vacuum Generators HB501-S UHV scanning
transmission electron microscope (STEM), operating at a base pressure of 5 x 1011 torr. The
microscope which forms sub-nanometer focused 100 keV probes [15] is equipped with a second
order corrected magnetic sector spectrometer [or microanalysis using tranmission electron energy
loss spectroscopy (EELS). The spectrometer has 0.5 ¢V resolution at 100 keV heam energies at
spectrometer acceptance semi-angles up to 5 milliradians (mr). Electrons scattered by 10 mr at
the sample can be focused into the spectrometer by post specimen electron optics. Surface
microanalysis using SE or Auger clectron (AE) spectroscopy is performed within the magnetic
ficld of the objective lens using the parallelizer principle {15,16). The collection efficiercy is
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100% at SE energies, and degrades to 40% at intermediate AE energies (300-400 ¢V). Collected
electrons are deflected by an astigmatic Wein filter, and energy analyzed by a 100 mm radius,
1800 spherical electrostatic energy analyzer operated at a fixed retard ratio of 5. Microstructural
analysis is performed in situ using standard electron diffraction and/or microscopy technigues.
Excellent EELS momentum resolution ( 0.01 mrad) can readily be obtained in STEM by
employing small incident beam convergence angles and appropriately exciting post-specimen
lenses.

High-angle-annular-dark-field (HAADF) and SE images of in-situ depsosited Ag islands
on a < 5 nm thick amorphous carbon substrate arc shown in Figs. 1a and 1b respectively. These
images were acquired simultaneously, and hence are absolutely registered. The HAADF imaging
mode in STEM is capable of atomic point-resolution. Contrast in HAADF images can bc most
simply envisioned as a convolution of the atomic scattering function of the object under
observation with the beam intensity profile (incoherent imaging). The secondary electron image,
upon visual inspection shows (nearly) identical features and resolution. Line scan profiles
extracted from identical regions of the HAADF and SE of Figs. 1a and 1b are shown in Fig. lc.
The striking similarity between these profiles indicates that the resolution in each image is
identical, and is limited by the probe diameter in this instrument to roughly 1 nm. Why is the
secondary electron image resolution so great ? In order to investigate this question, we correlate
the production of a SE of a given energy with an inelastic excitation (of the incident high energy
electrons) using time coincidence detection [12-14]. In the coincidence detection experiment,
individual electrons which have been inelastically scattered are detected with an electron energy
loss spectrometer (EELS) and correlated in time with those secondary electrons which are
detected by the 1800 electrostatic analyzer.

Intensity (Counts/pixel)
3

oL Y |
0 1020 30 40 50 60
Position (nm)

Fig. 1 : (a) High anglc annular dark ficld (HAADF)and (b) entrance face sccondary clectron (SE)
microgaphs of in-situ evaporated Ag islands on < 50 nm thick amorphous carbon film. The
micrographs arc 75 nm across and in exact registration. (¢) Line scan profiles across Ag islands
ittustrating that similar resolution is obtained in HAADF and SE images.
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Specifically, EELS electrons are detected by a single-crystal Ce-doped vttrium-aluminum-
gamet (YAG) scintillator, selected for its resistance to radiation damage under bombardment by
100 keV electrons and its suitability for UHV. The SE channel employs a channeltron electron
multiplier. Pulses resulting from single electron events can be counted at rites up to 1 MHz. In
the coincidence experiments, time correlation spectra (TCS) are formed by starting the timing
electronics with EELS pulses, and using the delayed SE pulses to gate the stop. The EEL
spectrometer pass energy is ramped while the SE spectrometer remains fixed at a particular
energy with a I eV energy window. A time correlation spectrum is acquired at each EEL energy,
and the true and false coincidence signals, which arc integrals under the TCS peak and
background {171, are extracted and stored.

Timing resolution and counting rates are limited by intrinsic processes such as plasmon
decay (< 1 ps), and instrumental factors such 2. transit time spreads in the paralielizer field (< 10
ns) and clectrostatic energy analyzer (< 30 ns), and, any delays introduced by electron
conversion electronics. Our system is limited by the flourescent decay times of the Ce:YAG
scintillator which is between 80 and [(K) ns. Coincidence spectra acquired at high starting and/or
stopping count rates are dead-time corrected [17). These corrections are verified by analyzing the
false coincidence spectrum. the EELS spectruin and the secondary count rate [17).

EELS, coincidence and generation probability spectra for p-type (ny = 10!5 cm-3)
Si<1i1> are shown in Figs. 2a and 2b. The SE generation probability spectrum is defined as the
fatio between the coincidence and EELS spectra [12-14,18], and is a measure of SE generation
efficiency for a particular inelastic excitation. The plasmon excitation visible at 17.7 eV is the
dominant peak in the EELS spectrum (Fig. 2a). The excitation energy of the planar surface
rlasmon [19) (@g=wp/(1+es)"2.where €5 is the real part of the dielectric constant for the
medium adjacent to the surface) can be used to gauge the surface cleanliness. A monolayer of
absorb_. contamination can shift this peak. The Si coincidence (Fig. 2a) and generation
probability (Fig. 2b) spectra are each shifted for visibility. The role of plasmon decay in SE
production remains controversial. These excitations have large cross sections and the
accompanying planar surface plasmons [19) are localized within an SE escape depth of the
surface. A number of authors have suggested that plasmons may be a major production pathway
for SE in netals [10,14] while Massignon, et. al. [11], in direct contradiction to theoretical
predictions, su¢gested that plasmons were not responsible for SE production in Al. We observe
that the peak, and in fact, most of the generation prabability for SE creation, lies at excitation
energies above the volume plasmon excitation energy (rig. 2), suggesting that SE production
resulting from the decay of plasrons is not the pririary production mechanism in p-type Si
<ill>.

The data of Fig. 2 provide evidence that interband valence excitations piay a major role in
the production of SE. Peaks in the Si coincidence spectra (Fig. 2a) move linearly with the kinetic
energy of the detected secondary electrons. For example, examining the peaks in the 7.5 eV SE
coincidence spectrum at 20.0 and 24 eV, and subtracting the SE kinctic energy and the work
function from the peak energics, we see that these events originated 8 and 11.7 volts below Ep in
the valence band. There arc large densities of states (along L) at -7.24 and -10.17 eV [20] (Eg =
0 in this highly doped p-type Si). The correspondence between the peaks in the generation
spectra and the large density of states along the incident momentum vector suggests that the
decay of ionizations from deep in the valence band play a significant role for SE production in
Si(111).

SE production in amorphous (glassy) carbon films has heen investigated by Voreades
[12] Mallejans [13] and Pijper and Kruit [14]. We have also investigated the secondary electron
generation process in carbon films [18]. Since the band structure of amorphous carbon is not
well defined, there are no peaks in the coincidence spectra which can be linked to any particular
electronic states. However, when the generation probability spectrum is divided by the EELS
energy, the resulting normalized generation probability spectrum {18] has zero slope ( 4% )
hetween 25 eV and 100 ¢V energy loss. This suggests that secondary electron production
resulting from higher loss energies than valence band excitations result from simple energy
deposition local to the surface mediated by the escape depth of the SE. This is consistent with
the Sternglass theory [21] for secondary electron production, where the sccondary yield is
proportiynal {u the stopping power of the film [7.22).
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Fig 2: (a) The EELS (open upfacing triangles) and coindence spectra for p-type Si <111>, The
coindence spectra are between inelastic events and 2.5 eV (open circles), 5.0 ¢V (filled circles),
7.5 ¢V (open downfacing triangles), 10.0 eV (solid downfacing triangles), 12.5 eV (open
squares) and the total SE (filled squares) signals. (b) The generation probability derived from (a)
which reflects the efficiency by which SE clectrens of given encrgy (as above) are created for
cach inelastic scattering event of given enesgy.
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In this scction, we present data from a momentum-resolved electron coincidence
spectroscopy study of the SE generation process in thin Si(111) crystals. This data shows that
SE more probably result from the decay of valence excitations produced by large momentum
transfer inelastic scatiering events. This data shows that the fraction of SE resulting from
sufficiently localized scattering can explain the observed high spatial resolution in secondary
electron microscopy (SEM) images; the SE generation process hecomes more efficient as the
initial inefastic excitation event transfers more transverse momentum to the sample.

Caincidence electron spectra were accumulated between 2.5 ¢V SE and primary
inclastically scattered electrons ac discrete energies, 17¢V (the plasmon energy in Si), 34 ¢V and
51 ¢V. Ineach case, three effective angular apertures were defined with the post specimen lens
optics such that clectron energy loss cxcitations ith perpendicular momentum transfer wave
vectors up to 1.00 A1, 0.18 AV and 0.15 A-1 were accepted into the spectrometer. The ratios of
the number of SE produced by primary clectrons which have scattered through a certain angle
can he obtained by fitting this data (not shown). With the 1.00 A-1 (the cut-off wave vector for
plasmon excitations in Si {19] is 1.1 A-1y transverse momentum data used for the normalization,
44% of all SE produced in thin Si(111) crystals result from primary clectrons which have
scattered through at least 0.18 A-1, and 87% arc the result of scattering by at least 0.15 A1,

The spatial resolution of an image can be estimated from the degree of delocalization from
the inclastic scattering distribution and the Heisenberg uncertainty principle. Since the EEL
spectrometer integrates over all scattering angles up to the angle subtended by the collection

aperture at the sample, 8,. the angularly resolved coincidence data are proportional to
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,(le)“d%(li.evded[i sin db. where d20(E.8)/d6dE is the differential cross section for scattening

from excitations of energy E through an anple  [23). The average scattenng angle, (8). 1s found
by integrating 8 d2o(E.8)/d8dk: first over the collection aperture {244 and then over the encrgy
distribution of the inelastic scattenng products, N(E). For estimating the delocahization in a SE
image, N(E) 1§ just the coincidence spectrum. By contrast, when estimating the delocalizauon in
an inclastic image, N(BEY is EEL sp_ctrum. The average transverse wavevector for an inelastic
scattering event is () = kg, (), where k, = 170 A-1 g5 the incident wavevector. The average
scattering angle (8) can be related w the spatial resolution (delocalization) n an image through the
Heisenberg uncertainty relation as, Ax = 1/{q;) = 1/(k, ¢8)). Following this procedure for the
angularly resolved coincidence datas, and the EEL spectra which produced these SE. we esumate
the spatial delocalization which is shown in table 1. The caleulated spatial resolution as greater
tor images formed with (all of the) SE than for images formed with the (small-angle) inclastically
scattered clectrons (0-50 ¢V).

Table 1
AgAdD) Ax(A) B
SE EEL
100 a5 4.0
0.18 13.1 14.2
0.15 15.9 16.7

Table 1: The delocalization expected in an image formed with 2.5 eV secondary clectrons (SE)
and inclastic clectrons (EELS) estimated from the Heisenberg uncertainty refation due to
scatiering of given average wavevector.

The reason for the higher spatial resolution in the SE images is made apparent in Fig. 3
which ittustrates the SE production efficiency initiated by an inelastic event of a given energy for
all momenta collected by the EEL spectrometer, the angle resolved generation probability, SE ane
more probably produced by the decay of valence excitations resulting from high momentum
transfer inclastic scattering in thin StCH ) erysials. High spatal resolution SE images obtained
by normally incident beams on a planar surfaces report 20% - 80% cdge resolutions of around 1
nm using sub-nm diameter probes [25]. Our daw can explain this observed spatial resolution. A
1.0 nm delocatized excitation event (a weighted sum of the data of Table 1) when convolved with
a (.5 nm diameter probe yields a SE 20% - 80% edge resolution of about 1.2 nm. Higher
spatial resolution SE images have been obtained using either glarcing incidence (aloof
illumination) or imaging asperitics on a planar surface {S]. The spatial resolution of some of
these images approaches 0.5 nm.  Either a more localized generation process or one with
increased weighting towards high momentum transfer must be responsible for this observed high
spatial resolution.

Simple geometnic arguments based on classical kinematic scatiering can be used o show
how ultra-high spatial resolution SE images may be obtained at glancing incidence. For primary
clectrons nommally incident on a surface, momentum conservation causes the excitations resulting
from large angle, highly localized scattering to travel more nearly parallel 1o the surface than
those ¢xcitations resi lting from low angle scattering. Thus, the subscquent decay of these
locahzed excitations into hot SE are more likely to escape than those SE resulting from
delocalized excitaunons. The preferential emission of SE produced by the o cay of excitations
resulting from high angle scattering may be enhanced for glancing inctdence. Those excitations
produced by high angle scattering travel nearly perpendicular o the beam. Those traveling
toward the surface can decay into SE which escape and contribute to the high resolution image.
Production in proximity to the surface may be further enbhanced by surface enhanced damping of
valence excitations {26]. As the beam moves away from the surface (edge), less of these high
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Fig. 3: SE production etficiency initiated by an inelastic event of a given encrgy for all momema
collected (indicated) by the EEL spectrometer.

resolution SE escape since the distance the excitation travels before decay is limited by its group
velocity multiplied by its lifetime to about a nanometer. The SE subsequently produced are
further attenuated by their inelastic mean frec path. Excitations resulting from low angle
scattering events travel more nearly parallel to the surface than do thosc resulting from more
localized high angle scattering. The subsequent decay of these delocalized excitations yield hot
SE which contribute low spatial resolution Fourier components to the image.

CONCLUSIONS

We have employed coincidence electron spectroscopy as a means of studying the SE
generation process. We determined that SE production in thin Si crystals is unlikely to oniginate
in plasmon or surface plasmon decay. In the energy loss region above the valence band
excitations and below the final core loss energy, the probability of SE production is proportional
to the energy deposited in the film as predicted by the Sternglass model. Momentum resolved
electron coincidence spectroscopy results suggest that SE are more probably produced by the
decay of valence excitations resulting from large momentum transfer inclastic scattering in thin
Si(111) crystals. Quantitative analysis of this data shows that SE images will have higher spatial
resolution than images formed with those inelastically scattered electrons from which the SE
result. Our data can explain the spatial resolution of SE images obtained with primary beams
normally incident on planar surfaces. Higher spatial resolution images obtained at glancing
incidence (aloof illumination) or of asperitics on a surfacc may be the result of enhanced
preferential emission of SE produced by the decay of highly localized inelastic scattering.
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REM AND RHEED STUDIES OF Pb ADSORPTION ON Si(111)

YASUMASA TANISHIRO, MASAHIKO FUKUYAMA AND KATSUMICHI YAGI
Department of Physics, Tokyo Institute of Technology,
Oh-okayama, Meguro—ku, Tokyo 152, JAPAN

ABSTRACT

Structure changes of Si(111)-Pb surfaces due to deposition and heat treatment are
studied by REM-RHEED. Surface structures observed are summarized as a phase
diagram. Formation of an incommensurate layer(a) and a phase transition between
incommensurate structures of a and a' is described.

INTRODUCTION

Growth of metal on semiconductor surfaces and structure changes due to heat
treatment are of great interest in surface physics and semiconductor device technolo-
gy. Lead adsorption on Si(111)7x7 surface has attracted much attention, because of
the report that the Schottky barrier height for Pb/Si(111) contacts depends strongly on
the interface structure[1]). This system has been studied by LEED{2-4], RHEED{S],
ion-scattering spectroscopy[3] and ellipsometry{6], and various kinds of v3xv3
(abbreviated o v3 hereafter), "1x1" structures and a two-dimensional(2D-) Pb(111)
layer have been reported. The structures, and the phase transitions between them,
however, have not yet been clarified.

X-ray diffraction has been used to study the structures near 1 ML coverage(7]. The
2D-Pb(111) layer formed by deposition at room temperature and the structure formed
by subsequent annealing have been analyzed. It was found that the latter is an
incommensurate structure, although it was identified ta be the + 3 structure and
labeled v3-112}, v3-a(3,5] and v3,[4] in previous papers. The present authors have
studied the structure changes resulting from the depaosition of lead at various sub-
strate temperatures and by heat treatment using reflection electron microscopy and
diffraction(REM-RHEED), and found a 2D-contracted Pb(111) layer, "1x1“, two kinds
of v3 structures and incommensurate layers a and a'{8,9] as described below. We
have also found that the a layer is not the v3 but an incommensurate structure and
further found that a phase transition from the a to &' occurs by heating(8].

The STM, ion scattering and LEED have been used to study structures and cover-
ages of the various phases[10]. Two kinds of the v3 structures named mosaic
phase(6=1/6) and standard phase(8=1/3), 1x1 overlayer and the rotated incommensu-
rate phases were observed on annealed samples.

In the present paper, a REM-RHEED study of the adsorbate structures formed by
the deposition of lead and heat treatment is summarized and a "phase ciagram" will
be given. The formation of the incommensurate fayer a and the phase transition
between the a and o' are fully described. Sirnice the formation and phase transitions of
the other structures have been described in the previous paper[9], these will be in-
cluded on the phase diagram.

EXPERIMENTAL

Experiments were performed using a UHV electron microscope (modified
JEM100B){11]. Si(111) substrate crystals were heated and cleaned by passing a DC
currant through them. Lead was evaporated from a tungsten filament and the amount
deposited was monitored by a quartz oscillator. The deposition rate was 1-3 ML/m,
where 1 ML{monolayer) corresponds to 7.83x10atoms/cm?, the atomic density of a
bulk-terminated Si(111)1x1 surface. The azimuthal directions of the incident electron
beams for the REM images and RHEED patterns were close to the <112 direction.
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RESULTS

Adsorption processes were observed at substrate temperatures between 160° and
400°C. As described in the previous papers|8,9], different structures were formed
depending on the substrate temperature; low(L; T<240°C), high(H; around 400°C) or
intermediate(M; 240° - 360°C). The surface structures observed are summarized in
the "phase diagram" shown in fig.1, where the abscissa does not represent the cover—
age but the deposited amount of Pb.

Adsorption at Low Temperature

When lead was deposited on the Si(111)7x7 below 240°C, corresponding to "L"
range in the phase diagram, the RHEED pattern was seen initiaily to be
unchanged(=0.3ML). This suggests that no ordered structure of Pb atoms is formed
on the surface. When the deposited amount was increased to 0.7 — 1 ML, streaks
due to the two-dimensional compressed Pb(111) layer appear in the RHEED pattern.
This structure is labeled as 2D-Pb(111) layer, which is abbreviated to 2D in the phase
diagram. The orientation of the 2D- Pb(111) layer is paralle! to the substrate,
Pb{110}//Si{110]. The reflections on the zeroth Laue zone are indexed by (r,r): The r
value is zero for the specular reflection and r=x1 for the fundamental ones from the
substrate surface. The streaks which correspond to the {1,1} type refiections from the
2D-Pb(111) layer appear at r=x1.14(=+8/7). Thus, the 2D-Pb(111) layer is contract-
ed by 4% from the bulk (111) plane to make lattice matching with the 7x7 unit mesh;
mean interatomic distance between Pb atoms is 7/8 that of the 1x1 unit mesh length.
At the same time the intensity distribution of the 7x7 superiattice reflections changes
from that of the clean 7x7 surface to that of the so-called 8-7x7 surface{12-14]: Only
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Fig.1 Phase diagram of Si(111)-Pb surface. Abscissa represents the deposited
amount of Pb. The coverage may be reduced from the deposited amount in high
temperature range. Horizontal chain lines (=240° and =360°C) represent the tem-
peratures where irreversible transitions occur from the lower to higher temperature
phase by annealing. Incommensurate phase a is formed by the additional deposition
of Pb on the v3-L or v3-H surfaces. The hatched region (250°-280°C) represents
phase transition between the a and a' phases.
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the (m/7,n) and (m,n/7) reflections, where m and n are integers, are strong and the
other 7x7 reflections become weak. The §-7x7 was found to be formed by the ad-
sorption of alkaline metal or hydrogen atoms on the Si(111)7x7. This indicates that
the stacking-fault 1ayer of the DAS structure[15] is left at the interface, and so the 2D-
Pb(111) iayer is influenced by the 7x7 periodicity.

Upon further deposition, three dimensional(30-) Pb(111) islands of the bulk lattice
par:n;eter are formed on the 2D-Pb{111) layer (the Stranski-Krastanov growth
mode).

The 2D-Pb(111) layer transforms irreversibly to v3-L by heating beyond the lower
chain line in the phase diagram into "M" range. At the same time, refiections from the
&-7x7 structure disappear. This indicates the stacking-fault layer at the interface
disappears.

Adsorption at High Temperature

When Pb is deposited on a substrate at about 400°C, "H" range in the phase dia-
?ram, domains of the v3 structure are formed and expanded. The 3D isiands are not
ormed by further deposition. This is because the desorption rate is high in this tem-
perature range. The v3-H structure is stable in the temperature range between room
temperature and "H" range. By heating beyond 500°C the desorption of Pb becomes
remarkable and the surface structure returns to the 7x7 phase of the clean surface.

Adsarption at Intermediate Temperature

When Pb is deposited on a substrate at 240° - 360 °C, “M" range in the phase dia—
gram, smail domains are formed on terraces. Correspondingly, the 7x7 superiattice
reflactions become streaky in the RHEED pattern. However, no other exira spots
appear in the pattern. Thus, we labeled the structure of the domains formed as "1x1".
Upon further deposition, the 7x7 superiattice reflections weaken and streaks from the
v3 structure appear. This structure is labeled as v3-L as distinct from the v3-H struc—
ture. The intensities of the extra streaks from the v3-L structure decrease on cooling
below 200°C, unlike the v3-H structure. This is characteristic of the v3-L structure.

When Pb of about 1 ML was deposited at 240°C, low temperature in the "M" range,
the RHEED pattern was seen to be changed from the 7x7 to "1x1" immediately after
the deposition and the extra streaks due to the v3-L structure appeared a few
minutes later. This indicates the low mobility of the surface atoms and that it requires
time to form the v3-L. structure at this temperature,

By heating beyond 360°C, the upper chain line in the phase diagram, into the
"H'range, the v3-L structure transforms irreversibly to the v3-H structure. The inten-
sities of the v3 streaks once weaken on the way of the phase transition, where the
coverage of Pb may be reduced.

Incommensurate Structures

Figure 2a shows a RHEED pattern from a v3-L surface (190°C) which was pre-
pared by the deposition of Pb of 11/7 ML at 240°C and annealed at 330°C. Figure 2b
shows a RHEED pattern after the additional deposition of Pb of 5/7 ML at 180°C.
Intense streaks appear as indicated bty the large arrow. The r value of the streak is
not 2/3 as expected for the v3 structure but 0.65. This indicates clearly that the struc-
ture is not v3 but incommensurate with the substrate surface, as reported[8]. The r
value is close to the value obtained by Grey et al. from X-ray diffraction; r=0.652[7].
This streak corresponds fo the (1,0) reflection of the two—-dimensional Pb(111) layer
(a layer) with the orientation of Pb[110}//Si[211]. The a layer is rotated by 30° about the
surface normal from the 2D~Pb(111) layer formed by the deposition in “L" range. The
Pb-Pb distance is contracted by 2.6% from that of the bulk(111) plane. The (2,0}
streak is seen at r=1.30 (= 2 x 0.65) as indicated by a medium-sized arrow. The

‘intensity is much weaker than that of the (1,0) streak. Furthermors, streaks are seen
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Fig.2 RHEED patterns from (a)v3-L surface and (b)a surface. The a structure was
formed by the additional deposition of Pb of 5/7ML on the v3-1 surface at 190°C.
Note the shift of the position of the streaks from (a) to (b): The r value of the streak
indicated by a big arrow is not 2/3 but 0.65. The a is an incommensurate structure.

at r=0.35 (=1-0.65) and 1.65 (=1+0.65) as indicated by small arrows.

The a structure is also formed by additional deposition on the v3-H structure in “L"
range. Figure 3ais a RHEED pattern from a v3-H surface at 180°C. The surface
was prepared by annealing at 450°C of the surface having the 2D-Pb(111) layer with
30 islands by the deposition of Pb of 2 ML at 190°C. By the deposition of Pb of 5/7
ML on the v3-H surface, weak diffuse streaks due 10 the a structure appear as indi-
cated by an arrow in fig.3b. The streakz from the a structure become sharper in a
RHEED pattern taken 10 minutes after the deposition as shown in fig.3¢c. The streaks
from the 3D-Pb(111) islands are also seen at r=1.10, as indicated by the large arrow
in fig.3c. Thus, the 3D islands grown on the a layer have a lattice parameter of the
bulk Pb crystal and the epitaxial orientation is parallel fo the substrate, which is the
same as that of the 3D islands grown on the 2D~Ph(111) Jayer. It takes a long time to
form the a layer and the 3D islands at 180°C. The formation of the 3D islands on the
a layer is directly seen in REM images of fig.4. Figures 4a and 4b are REM images
from an a surface and the same surface after the deposition of Pb of 9/7 ML at 180°C,
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Fig.3 RHEED patterns from (a)v3-H surface; (b)surface immediately after deposition
of 5/7ML of Pb on the v3-H surface; (c)10 min. after deposition. Substrate tempera-
ture was 180°C. Streaks from o la%(_er appear as indicated by small arrows in (b) and
(c). The streaks become sharper from (b) to (c). The streaks from the 3D-Pb(111)
islands are also seen in (c), as indicated by the large arrow.

respectiveiy. 3D-Pb(111) islands grown on the a surface are seen to be dark in

The a structure was changed to another incommensurate structure labeled as a' by
heating beyond 250-280°C. Fig.5a is a RHEED pattern from an a surface at 190°C.
The streak from the a structure indicated by an arrow is clearly seen at r=0.654. By
heating up to 290°C, the streak indicated by an arrow became broad and weak and its
position shifted to r=0.625 as shown in fig.5b. The diffuse streaks seen in the RHEED
pattern from the a' structure are similar to those from a high temperature phase of
Ge(111)-Pb surface[16]. The r value (0.625) of the diffuse streak indicated by the
arrow in fig.5b corresponds to the reciprocal distance of q= (2r/d=) 20.3 nm™'. The
distance is close to 20.5 - 20.6 nm~' which has been reported for the position of the
first diffuse rod seen in the RHEED pattern from the high temperature phase of
Ge(111)~Pb surface[16]. Figures 5c¢, 5d and 5e are the RHEED patterns which were
taken immediately, and after 1min. and Smin., respectively, after cooling to 19Z°C.
The streak became sharp and strong again and the position returned to that of the a
structure gradually: The r values for the streaks shown in figs.5¢, 5d and 5e are 0.624,
0.637 and 0.645, respectively. The position (r value) and the width of the streak
changeg gradually in several minutes. This is due to the low mobility of the Pb atoms
at 195°C.
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Fig.4 REM images from (a) a surface and (b) same surface after deposition of Pb of
9/7 ML at 180°C. The 3D islands are seen to be dark in (b). Images are foreshort-
ened by 1/50 in the vertical direction due to the glancing exit of imaging electrons.

DISCUSSION

It is readily apparent from RHEED that the a layer has an incommensurate structure
relatively to substrate surface, as previously reported by Grey et al.[7}, the present
authors[8] and Ganz et al.[10]. The framework of the a structure is a rotated (111)
layer adsorbed on the surface, Pb{110]//Si[211], from the paralle! arientation (Pb{130)//
Si{110]). Since the r value of the streak due to the a structure was 0.64 ~ 0.65, the a
layer was found to be contracted by 1 - 3% from the bulk. The large contraction of
5% is needed to form the commensurate v3 (v3a) structure on this model, where the
interatomic distance between Pb atoms is compressed to be half of the v3xv 3 unit
mesh length. Hence, the incommensurate structure a may be formed to relieve the
elastic strain energy in the Pb layer. The compression of 1 - 3% is smaller than 4%
for the 2D-Pb(111) layer formed on §-7x7 in “L" range. A structure similar to the a
structure but having the v3 periodicity was reported to be formed on the Ge(111)-Pb
surface({16}, where the Pb layer is contracted by only 1.0% to form a commensurate
v3 structure.

The intensity of the (2,0) streaks from the a layer was much weaker than that of the
(1,0) streak as shown in fig.2b. This indicates that Pb atom positions in the a layer
are modulated from those of the uniformly contracted layer by the substrate corruga-
tion potential. The streaks at r=0.35 and 1.65 seen in fig.2b may be caused by the
moduiation, as has been suggested for the explanation of the appearance of the extra
spots around the (1/3,1/3) in LEED by Ganz et al.{10}. However, the RHEED intensi-

R T LR T

ROy

s



e s, o o P,

267

o A A Y on

LT e

Fig.5 RHEED patterns from (a) a surface at 180°C; (b) o' surface after heating to
290°C; (c) immediately, (d) 1min. and (e) 5min. after cooling to 195°C. Note the
change of the intensity and position of the streak indicated by arrows. The r values in
(a) to (e) are 0.654, 0.625, 0.624, 0.637 and 0.645, respectively.
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ties of the streaks as well as LEED intensities should be much influenced by dynami-
cal diffraction effects. Thus, further study using X-ray diffraction or transmission
electron diffraction in which the diffraction intensity can be treated using the kinemati-
cal approximation is needed for analysis of the modulation of the a layer.

The density in the a layer was reported to increase as the coverage increased, until
the 3D island formation began{10]. Although the r value observed was scattered in
the range of 0.64 - 0.65, such a relation was not seen in the present observation: The
r value did not decrease by additional deposition on the a surface.

it was noticed that the r value of the streaks from the a structure increased gradually
in several minutes after cooling from the ' structure. The structure change to reach
on equilibrium required several minutes. The slow structure change was also seen in
the formation of the v3-L structure at 240°C and the formation of the a layer and 3D
islands at 180°C. These times are due to the low mobility of surface atoms at low
temperature.

The diffuse streaks seen in RHEED patterns from the o' structure of Si(111)-Pb sur-
faces were similar to those from the high temperature phase on Ge(111)-Pb surface.
The latter phase has been reported to be 2D liquid of Pb on Ge(111) surface by
Ichikawa[16). Although the lattice parameter for Ge and Si substrates is different by
5%, the position of the first diffuse streak in RHEED patterns was much the same.
Thus, it appears that the a' phase is 2D liquid on the Si(111) surface and that the
phase transition from the a to the a' phase is 2D melting transition. Ailthough the
structure of the o' layer has not yet been analyzed, correlation lengths of the atoms in
the Pb layers on Si and Ge substrates are similar.

It has been reported in our previous papers[8,9] that the v3 structure is classified
into the v3-L and v3-H structures. Recently Ganz et al.[10} reported two kinds of the
v3 structures on annealed surfaces which were named v3-standard (8=1/3ML) and
v3-mosaic(8=1/6ML} phases. Since the v3-mosaic phase has been reported to be
stabie between RT and 600°C, the v3-mosaic structure is considered to correspond
to the v3-H. The v3-standard phase, then, appears to be the v3-L. However, they
reported also 1x1 overlayer of Pb in the range of coverage between 1/3 - 1 ML on

annealed surfaces. We also observed the "1x1" phase, but the domains of the "1x1"
phase were formed at the initial stage of the deposition before the formation of the
v3-L structure. No contrast for such domains were seen in REM images after the
v3-L structure covered the whole surface. Since the displacement of the atoms in the
v3-L structure occurs to weaken the extra streaks upon cooling below 200°C, there is
a possibility that the 1x1 overlayer in their observation performed at room temperature
corresponds to the v3-L phase at low temperature.

CONCLUSIONS

The structure changes caused by the deposition of lead on the Si(111)7x7 surface
at different substrate temperatures, by heat treatment and by additional deposition on
the annealed surface are summarized as a "phase diagram®. The 2D-Pb{111) layer
is farmed on the §-7x7 interface in "L" range. It is a metastable structure with a
stacking-fault layer remaining at the interface and it attains lattice matching to the 7x7
unit mesh by a compression of 4.0%. The "1x1" and v3-L structures are formed in
"M" range, and the v3-H is formed in "H" range. The 2D-Pb(111) fayer transformed
irreversibly to the v3-L by annealing in "M" range, and the v3-L transformed irrevers-
ibly to the v3-H by annealing in "H" range. Incommensurate structure of rotated and
1-3 % compressed Pb(111) monolayer (the a) is formed by the additional deposition
on the v3-L and v3-H surfaces in "L" range. The phase transition between the
incommensurate structures of the a and the a' occurs at about 250°-280°C. By fur-
ther deposition of Pb on the 2D-Pb(111) layer or the a layer, the 30-Pb{111)} islands

of the bulk lattice parameter grow in the parallet orientation (the Stranski-Krastanov
growth mode).
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THE SURFACE STRUCTURE OF OXIDES
STUDIED WITH REFLECTED HIGH ENERGY ELECTRONS

Tung Hsu
P.O. Box 58364, Salt Lake City, Utah 84158-0364, US.A.

ABSTRACT

Reflected high energy electrons have been employed for studying surfaces of single crystal
oxides in real and reciprocal space. The techniques uscd include reflection high energy electron
diffraction (RHEED), reflection electron microscopy (REM), scanning reflection electron
microscopy (SREM), and reflection electron energy loss spectroscopy (REELSY. These n: thods
have provided much infonmation on surface morphology as well as the atomic and electronic
structure of MgO, o-Al1,03, x~Fe,03, Si0,, Ti0O, (rutile), and ZnO single c—,stals.
Analyses for chemical composition and electronic states are possible using SREM and REELS.
Surfaces terminating at different atomic Jayers of large-unit-cell materials have been determined in
REM images and also in REELS data obtained under REM and SREM. Surface modification due
to bombardment with the incident electron beam is pronounced on some oxide surfaces. These
processes have been investigated with the REM imaging and REELS techniques.

INTRODUCTION

Most oxides are good insulators. Consequently, surface charging is an oustacle when an
electron beam is employed for the study of oxide specimens. Coating the surface with a
conducting material is acceptable only when the desired information 1s pot * - be obscured by
coating, as in the case of conventional SEM for morphological data. Low energy electron
diffraction (LEED) investigations of oxide surfaces have been publisned but are not very
extensive. Crystalline data *. as obtained from the averaged diffraction intensity distributions in
LEED patterns. In the case of the recent additions to the arsenal of surface techniques, scann ng
tunnehng microscopy (STM) requires good electrical conductivity of the specimens, and whiic
atomic force microscopy (AFM) is good for insulators and has been applied to the study of oxide
surfaces, its lateral spatial resolution is somewhat limited in camparison with resolution of
electron microscopy. It is therefore worthwhile to examine closely what REM, a 60-year-old
technigue [1], can do in investigating the atomic structure of oxide surfaces.

1t should be noted that this paper considers only the suifaces of bulk oxide single crystals.
The initial stages of oxidation of metals and semiconductors is of vital importance in materials
rescarch and has been investigated with the REM and RHZED methods cxtensively, but will not
be discussed here. Interested readers should consult the many publications by Yag and other
workers {2, 3, 4, 5].

IMAGING CRYSTAL SURFACES USING FORWARD SCATTERED HIGH
ENERGY ELECTRONS

Figure | illustrates a comparison of the three techniques generally regarded as "surface
techmques" by workers in different fields: In SEM, the secondary electron (SE) or back scattered
electrons (BSE) are coliected by the detector to form the image of the specimen. Since SE and
BSE are emitted from a sutface layer of a few tens of nanometers, SEM is surface-sensitive.

The energy spectrum and the angular distribution of the scaticred electrons depend strongly
on the incidence angle of the primary electron beam. By choosing a small incidence angle and
adding an energy filter in front of the detector to alfow only thesc electrons with encrgics slightly
lower than that of the primary electrons to be detected, Wells et al have accomplished the low-
loss SEM [6}. These low-energy-loss electrons originate from a surface layer only a few
nanometers thick, thus the technique represents an improvement in surface sensitivity

If low -loss 1s good for the surface sensitivity, woudn't no -loss be even better? Obviously,
adjusting the filter to detect only the zero-loss electrons would not be a good way of no-loss-EM
since the intensity would be very low. In {act, no-loss scattering can be casily
achieved if the specimen is crystalline: Just detect the Bragg diffracted electrons from the surface
These electrons are diffracted from only a few atomic layers close to the surface into
a well-defined direction and they can be detected using a small aperture which filters out other
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diffracted and diffuse scattered

electrons. Since they are diffracted by -
the periov.ic structure of the specimen, \
these elustically scattered electrons carry

inforration about the crystalline
structure of the surface in addition to
morphological information

rgif(m%ted clectrons are obviously spec :r:nen Y
not all elastic, but in most of this paper, i
we take the approximation of elastically
diffracted beams, except when
discussing REELS.

The conbined REM and RHEED
techniques, as performed in an electron
microscope, have been explained
previously [7]. It is sufficient to state
here that the technique is similar 1o dark

detector

field (DF) TEM except that the A=2d sin6 aperture
specinien is semi-infinite and the

surface to be observed is oriented in the K2y ;s \
microscope to make a small angle with }

respect to the incident electron beam.

This particular geometry presents
some difficuliy in microscope operation,  Fig. 1. From SEM (lop) to low-loss SEM (middle)
but aficr learning the relative movements  to REM (bottom). Surface sensitivity increases
of the beam ana the specimen, the from top to botiom
operator can usually secure good
diffraction conditions and obtain good RHEED paiierns and REM images within a few minutes

For reasons not yet completety understood, charging is not a problem cven for oxide
specimens. One may sometimes experience charging, as evidenced by drifting or cven flickenng
of the beam dunng the initial alignment stage, but a stable RHELD pattern and REM 1mage can
always be cotained after good diffraction conditions have been sectired. Using reduced beam
current is helpful in reducing the instability of the beam due to charging. Mica is the only
insulator tha has not been successfully imaged under REM because of charging. All other
insufators tried were stable under the electron beam, at least under the REM condition.

RFACE MORPHOLOGY AND CRYSTALIINE STRUCTURE

When the surface is rough, its morphology can usualy be intuitively interpreted from the
REM images, similar to the interpretation of a low angle BS™ image obtained with an SEM The
paths of the incident and aiffracted electrons can be traced - - straight lines which may be blocked
by surface height variations. The image thus consists of dark "shadows" in addition to well-
tlluminated brigh: a1cas [8] An imag. «4 a golished and aniealed o- AL 05 is shown in Figure
2. where the farctted serfaces is ,own in areas of different degroes of brightness

Fig. 2. This image of a polished W
and annealed oc-Al,05 shows
the (1120) facets (bright) and
the (2243) (gruy) facets.
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The situation 15 complicated by the phenomenon of refraction when the electron beam crosses
the crystabvacuum interface at a small angle Bnght or dark contrast may be resersed by very
slight transtation of the objective aperture or specimen/beam ult when the surtace of a wingle
crystal specimen consists of tacets of slightly different onentations [9. 10} The contrast in
Figure 2, for example, can be reversed with a hight translation of the objectin ¢ aperure

The dillraction contrast 1n REM, which depends on the reflected clectron mtensities from
crystalline surfaces, 1s similar to that 1n TEM(DF) It should be noted that the REM image s
projectton of a generally 3-dimensional surlace, where the dirccuion ot projection is usually no
more than 5° above the surface Theretore, the REM mmage 18 foreshortened by a factor of 2010
50 along the beam dircction. This foreshortening effect causes the image appearance to change
markediy when the surface 1s rotated while mantaining the Bragg condition

The index of the spot in the RHEED pattern es 24 to form the REM image gives information
about the direction from which the specimen surface 15 viewed Since the viewing point s from g
direction opposite to the reflected beam, the crystalline index of a straight line or a {lat area on the
surface can be determined from the index of the reflected beam used for imaging Consequently.
accurate measurements of the surface features are possible without depending upon the
goniometer readings of the specimen holder Protruding teatures present a comphceauon. but
using computer simulation 1t 18 possible o reconstruct the three-dimensional structure on the
surface {11}

In Figure 2, the regular micro-facetting are shown as bnght or dark parallelograms Through
calculation and computer simulations these facets are indexed as (1120) and (2243)

ATOMIC STEPS AND DEFECTS

The ability 1o detect atomie steps with agh spatial resolution and ligh contrast i one of the
mosi tmportant features of REM Images ol atomme steps have been recorded on all specimens
examined with the REM techmque In addion 1o reveabng the fine details of the erystal surfaces,
these features are also ideal for the development of contrast theory [12 - 20} Step heights have
been determined 1n simple crystals such as Sy [16], Au [20, 21 PUIRg, 20, 22, 24, and GaAs
{23. 24} For oxides, step height measurement 15 not always possible due to the more
complicated unit cells. although most of the ime 1t 15 reasonably certain that the obsened steps
are "one or a lew” atom layers high and thos called "atomue steps™ The term "one-atom-high
steps” 1s stnckhy reserved for steps known to be of only one atomuce laver high

Dislocations intersecting the surface are otien associated wath the surface steps This feature
has been used to determine the step height and the Burger's vector The step height is equal to the
the Burger's vector projected 1n the surface normal As sllustrated in Figure 3 an intersecting
distecauon on the (111) surface of an fec metal or S 15 associated with a onc-atom-high step
(Burger's vectors b1, b2, and b3) or i not associated with a step at ali (Burger's vector bd)

For the (110) surface of crystals with the 72ine blende structure, the situation 15 more
complicated” Of the 6 most likely Burger's vectors, one leaves no steps. one leaves a twoe-gtom.
high step and the other four leave one-atom-layer steps Since a two-atom-high step shows
stronger image contrast 1han the onc-alom-high step, when compared side by <ide, 1 was
p()sslglc to determine some of the steps on the cleas ed GaAs(110) surface bemng one-atom-high
{23, 25]

The complicated structure of o Al,0 5 and 1y dislocation system make 1t impossible to
determine the step height as are the cases for Sl L), Pyl h, and GaAsi110) For example. the
herght of the step terminating at a dislocation as shown i Figure 33 has not been determined
{26} Usang addwonal information, the regularly distiibuted steps on o« A1,035(1102) have
heen determined to be three oxygen layess (Figure 4b) {27] This is in agreement with result trom
AFM qrudy 28]}

Lauyer-by layer sublimation or grosth provides turther evidence lor surface steps being one
atom-high REM images recorded in reaf ime show seps moving act ss the surface of St as the
crystal groms s evaporates at the steps [ 16, 29 These tn situ experiments are more datfreult to
pertorm vn onide crystal surtaces because of the much higher temperature reguired 1as alse ot
knownat the compound ovide crystals esapotate one atom layer at a ume Recently, Wang et al
have shown step movements due to sublimation by 1n situ heating of MgO up o (SO0°K {20, and
o AL, Qg up o 16T0°K {31

For Mg (31320 354 Zn0 i35, 30]. and other oxides of Smpler sractures, somie steps
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Figure 3. The height of a surface step at a dislocation is egual W the projection of the
Burger's vector in the surface normal. Models of fce and zinc blend structures show that
the dislocations interesecting the surface can produce steps of zero, one, or two atomic
layers. For the case of o«-A1,035. the distocation system is much more complicated
and usually it is not possible to determine the step heights from the observation of the
dislocations.

A : ' 24k ? ‘ﬁ i
Fig. 4. Step and dislocation on. (a) The step on «~A1,03(0001) ends at a
dislocation, but the step height is not known. (b) These steps on oc- Al 05 1702)
have been determined to be 0.35 am., cquivalent to 3 layers of oxygen atoms.

with the lowest contrast in the REM images are very likely to be onc-atom-high. The distribution
of these steps has been observed and on the basis of which dynamic processes and other surface
reactions have been reduced.

Some encouraging results have come from the computer simulation of REM images of
surface dislocations of different Berger's vectors {37, 38] 1t will be usclul if ths kind of
analysis can be further extended to oxide crystals. Another new development 1s seflection
clectron holography {18, 20], in which the surface step height on GaAs(110) has been measured
based ({n the mean inner potential of the crystal and the phase shift of reflected clectron
waves[24]
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In general. step height cannot be determined by visual inspection of the REM image. careful
analysis is required, especially in the case of comphicated structures such as many oxides Its
unlikely that an accurate method of determining the surface step height will be found that .s
completely independent of knowledge of the specimen. This is another good example of “The
morc you know about your specimen, the more accurate is your analysis. If you know
everything about your specimen, then your analysis is 100% accurate [39]."

RECONSTRUCTIONS

The x-Al,03(1120), MgO(111), and the Ti0, (rutile) surfaces have been found t be
reconstructed {40, 32, 41} An REM image of the reconstructed surface of o Al,05(1120)
is shown in Figure 5. The interesting nature of thesc reconstruclions surviving ar exposure has
not been fully explored. Morcover, while no explanation of the origin or atomic structure of these
reconstructions has been offered, it should be pointed out that since these cxpenmeats were aot
conducted in an cxtremely clean or UHV environment, the possibility of adatoms forming the
observed fringes should not be completely ruled out. Etching by water motecules, possibly
enhanced by electron beam exposure has been reported on the oc- Al ,0 5 surfaces {43, 44. 45}
How these reaction could affect the reconstructions remains to be investigated.

! v R
Fig. 5. Reconstructed oc-Al,03(1120) showing 1.7 nm fringes. Arrows point o
irregularities which arc probably steps, out-of-phase boundarics, or else.

i AR

The image in Figure 5 shows clearly resolved fringes 1.7 nm apant. The theoretical linut of
resolution of REM 1is estimated (o be about 0.7 nm. Experimental results have shown about 0.9
nm on a regularly stepped Au surface [21]. Since lattice resolution depends only on the stability
of the instrument, it is known in TEM that, by using a sufficiently large objective aperture,
atomic lattice spacing would be resolved. However, the situation in REM is different, because
the specimen surface has a very large depth of field. In order to record an image showing a wide
region under the same focal condition, the objective aperture must be small. A larger aperture
may be used to include two or more superlattice spot for forming the superlattice image, but if
one used an even larger aperture to include two principal diffraction spots, then the in-focus
region in the REM image becomes very nammow.

This situation is illustrated in Figure 6: A small aperture placed at spot 1 or 2 produces image
I or 2. When both spots are selected with a large aperture, the image is a superposition of the
two single aperture images. The small depth of field makes only a narrow region in focus, within
which the lattice image is shown, but the rest of the image gives no useful information This has
been demonstrated on a high voltage electron microscope {46).

TERMINATION IN A UNIT CELL

Since REM is sensitive to one-atom-high steps on a crystal surface and menolayers of adatoms
of reconstructed atoms, it is expected that, for a single crystal coasisting of more than one
spectes of atoms, it should also be possibie to differentiate which species of atoms are exposed
on the surfaces. To accomplish this we depend on two types of information the contrast in the
RFM image as 2 function of the diffrgeiron condinon and the REFI S data

i 3 AR
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Fig. 6. Lattice resolution is possiblc if the depth of ficld is sacrificed. For the purpose of
illustration, the unresolved principal lattice is shown in images 1 and 2. The tmage 142 is
in fact not a simple addition of image [ and image 2. This iflustration only mdicates that

including two principal diffraction spots is equivalent to simultaneously observing the
surface from two directions.

The REM 1mage recorded under the resonance condition is particularly sensitive to the
topmost layer of atoms, because there is at least one resonance beam propagatine prrallel to the
crystal surface. Therefore, even if the specimen is a single crystal, contrast in the REM image
may differ from area to arca provided that these areas are terminated at different layers of the umt
cell. This phenomenon has been observed on oc-Al 20 3 [26]).

The REELS analysis under the resonance consition allows the resonance beam to interact
with the topmost layer of aloms and it therefore carries chemical information about thesc aloms.
It has been found that REELS could differenuate oxygen-terminated from aluminum-terminated

surfaces on oc-A 1,075 [47] Likewise, REELS has given mformation that the MgO(111)
surfacce 1s likely to be Mg-termunated {42]

BEAM INDUCED DAMAGES/REACTIONS

Although the various oxide crystals are stable under the REM imaging condition, the contrast
does change with ime to different degrees Other than the step movement due to sublimation at
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high temperture, as mentioned previoulsy, there were other contrast changes recorded {27, 34,
48, 49, 50]. The possibility of combined contamination, beam induced damage, and chemucal
reactions makes it difficult to determine the prevailing mechanism. Since none of the
observations reported were performed under UHV or other well controlled environment,
definitive conclusions are difficult to make

CONCLUSION

The REM technique has been shown to be useful in imaging oxide surfaces. It is pussible 10
measure surface features such as facet orientations, step heights, etc., quantitatively. Surface
processes have been observed from step and dislocation distributions and their motion
Segregation of impurity aloms, lerminations within unit cells, beam-induced damage. ctc . can be
observed with REM imaging with added information provided from REELS analysis. Some new
reconstructions stable after air exposure have been found.

In situ experiments of REM in UHV electron microscopes have been applied to the imual
stage of oxidation process on Si and other materials. Continued research 1n this direction, as well
as better controlled environments for bulk crystals, should provide even more insight into the
surfaces of oxide crystals. The true nature of some unexplained contrast changes and the
structure and encrgy calculation of the reconstructed oc-At;03 and MgO surfaces also demand
further investigation, preferably under UHV.
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APPLICATION OF Z-CONTRAST IMAGING TO OBTAIN
COLUMN-BY-COLUMN SPECTROSCOPIC ANALYSIS OF MATERJALS

NIGEL D. BROWNING AND STEPHEN J. PENNYCOOK
Solid State Division, Oak Ridge National Laboratory, Oak Ridge, TN 37831-6030

ABSTRACT

Z-contrast imaging has been shown to be an effective method for obtaining a high-
resolution image from a scanning transmission electron microscope (STEM). The incoherent
nature of the high-angle scattering makes image interpretation straightforward and intuitive
with the resolution limited only by the 2.2 Aelectron probe. The optimum experimental
conditions for Z-contrast imaging also coincide with those used for analytical microscopy,
enabling microanalysis 1o be performed with the same spatial resolution as the image. The
detection limits afforded by a parallel detection system for electron energy loss spectroscopy
(EELS) allows column-by-column core-loss spectroscopy to be performed using the
Z-contrast image to position the electron probe. Preliminary results from the study of
YBa2CuzQ7.5 illustrate the spatial resolution available with this technique and the potential
applications for materials science.

INTRODUCTION

The electron microscope provides the ideal tool to investigate materials properties
approaching the atomic scale. However, for conventional microscopic techniques, the spatial
resolution of the analytical signal is an order of magnitude poorer than that of the image
(~10-20 A compared with 1-2 A for a high-resolution image). Additionally. the coherent
method of image formation in the conventional transmission electron microscope (CTEM) is
very sensitive to operating parameters so that unknown structures cannot be directly
interpreted in terms of atomic column locations and compositions.

The development of Z-contrast imaging [1] has facilitated a new approach 10 atomic-
resolution microanalysis by the addition of a high-resolution imaging capability to the
scanning transmission electron microscope (STEM), which is primarily used for nanometer
scale microanalysis {2,3]. The VG HBS0! UX dedicated STEM utilizes a focused 2.2 A
probe, which is scanned across the specimen while the integrated output from various imaging
detectors is displayed on a TV screen, scanning at the same rate to form an image. This
image formation process means that the spatial resolution of both the image and the analytical
signal (when the scan is swiched off) are limited only by the effective size of the probe. The
detector arrangement in the STEM also has the advantage that the Z-contrast images can be
recorded simultaneously with EELS and Energy Dispersive X-ray (EDX) signals.

EXPERIMENTAL TECHNIQUE
The Z-Contrast Image

As is illustrated in Fig. 1, the Z-contrast signal is collected from a high-angle annular
detector. The annular detector coliects scattered electrons in the range of 75-150 mrad, where
the dominant contribution to the detected intensity is from thermal diffuse scattering. In this
high-angle regime, lateral coherence between the atomic columns in the specimen will be
destroyed by detecting over a large angular range, and coherence between atoms in the same
column will be averaged out by thermal vibrations. This high-angle diffuse scattering is.
therefore, proportional to the electron intensity at each atom site, and as any coherent
scattering of the outgoing electrons will also be averaged by the large angular range of the
annular detector, the output signal is proportional 10 the integrated electron intensity at all
atom sites under the beam. The detected intensity will, therefore, consist of a convolution of
the probe profile and an object function which is strongly peaked at the atom sites. The width
of this object function is typically ~0.1 A and is dependent on the number of aloms in the
projected columns and their atomic number Z. The spatial resolution of this signal is.
therefore, limited only by the 2.2 A probe size of the VG HB501 UX dedicated STEM. For a
thin cystalline specimen in a major zone-axis orientation. when the probe is smaller than the
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atornic column separations, a map of the location of the atomic columns can therefore be
generated with the relative intensities of each column reflecting changes in composition {4].

1:1 Optical

Quadrupoles R‘ Coupling

Spectrometer cco

Field

Deflection Coils

Annular Dark Field Detector

( X-Ray Detector

Specimen

Fig. 1. STEM schematic showing the simultaneous acquisition of Z-contrast image, EELS.
and EDX

This incoherent nature of the Z-contrast image makes it an ideal reference signal on
which to base atomic-resolution microanalysis. The effect of increasing thickness is mnitially
to scale the intensity as more atoms contribute to the image, although eventually the contrast
reduces as the beam gets depleted by scattering effects. The effect of changing focus is also
intuitively understandable as the focus control effectively alters the probe profile (Fig. 2).
Changing the focus away from the Scherzer incoherent condition [5], the probe either
broadens for lower defocus causing the individual columns to be unresolved or narrows with
the formation of more intense tails for higher defocus causing a sharper image but
compositional smearing. The optimum focus condition, therefore, represents a compromise
between high-resolution (narrow probe profile) and the desire for a highly local image (no
significant tails to the probe). As can be seen from Fig. 2, changes in focus do not cause
contrast reversals, making the optimum condition experimentally straightforward to 1denufy.
These easily interpretable thickness and focus changes allow the unambiguous identification
of the atomic column sites.

Defocus (A)

300 500 700 -900 -1300

L I3 i 4 i 4L 4 4 4 +
+ + t

-5.0 50 50 50 -50 5.0 5.0 5"0 -5.0 50

Spatial Distribution (A)

Fig. 2. Probe profile as a function of defocus. The central profile corresponds to the
Scherzer condition.
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Electron Engregy Loss Spectroscopy (EELS)

In order to achieve atomic-resolution analysis, the range over which a fast electron can
cause a particular excitation event must be less than the interatomic spacing. This range is
described classically by the impact parameter, b, an approach which has been shown to be
valid for applicacions in STEM imaging [6,7]. A root-mean-square impact parameter, which
gives the effective spatial range of the inelastic scautering signal, can be defined [8] as

bRMS = AvBimas %

LG
AEEemaxz +0g2)in{ 1 + ~MAx
6g2

where AE iy the energy loss and AE << E, v the electron velocity, Omay is the aperture limited
cut-off angle, and O = AE/2E (E = incident beam energy). In the STEM, the experimental
spatial resolution limit is therefore given by adding the probe size and the impact parameter in
quadrare (Fig. 3), For energy losses above ~300 eV and a collection angle of 30 mrad, the
spatial resolution of the energy loss signal approaches the probe size.
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Fig. 3. The effective spatial resolution for various energy losses as a function of collection
angle.

The detection limits of the system are of critical importance in atomic-resolution studies.
The signal count rate for EELS is givan by [9]

S=JNanp o (93]

where J is the number of electrons/m2, N is the number of atoms under the beam, ny is the
efficiency of collecting a given event over a finite range of energy and angle, and g is the total
scattering cross-section. Typically, for Z-contrast applications, the beam current is ~(0.01 nA,
the probe diameter is 2.2 A, and the collection angle is limited to ~30 rarad by the inier angle
of the dark field detector. The other factors are de, sndent on the particular encrgy loss, but
for example, the oxygen K-edge (AE = 530 eV) at the maximum useful quadrupole dispersion
{0.1 eV/channel), where o is ~10- 22 m2 | np ~6 x 104, and N ~100 atoms gives a count rate
ot

S ~ 100 electrons / channel / second (31

. A = A i
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The dark current of the CCD is only ~0.05 electrons for a multiphase pinned (MPP)
chip, which is negligible when compared to the fact that each incident fast electron produces
10 CCD charges. For this chip, the signal-to-noise ratio (cxpressed in equivalent fast
electrons) is ~10. Using the criterion that the signal-to-noise ratio should be at least 4 for a
signal to be observable above random noise, the CCD is working within reasonable limits for
this low current operation. For more practical conditions, i.e., 0.2 eV/channe! dispersion and
a 5-second acquisition time, the signal-to-noise ratio is ~32, indicating that as well as
elemental identification, it should be possible 10 observe the spectral fine structure.

As for the Z-contrast image, by collecting the scattered signal up to a fairly large angle,
~30 mrad, the scattering is effectively localized at the atom cores in the core loss region of the
spectrum, and the large angular range averages any coherent effects on the outgoing electrons,
For relatively thick specimens, as in the above example where the atomic column consists of
100 atoms, elastic scattering of the energy loss electrons outside of the angular range of
detection may reduce the detected signal intensity. However, the detection himits of the
system are such that even if this signal is depleted by as much as a factor of 5, it is stll
observable above the random background noise.

RESULTS AND DISCUSSION

A typical Z-contrast image of YBaCu3Q7.5 oriented with the c-axis perpendicular to the
beam is shown in Fig. 4. The barium columns and the copper columns in the copper-oxvgen
chains are clearly resolved. The yitrium columns and the copper columns in the copper-
oxygen planes are more difficult to resolve due to the poor signal-to-noise of the imuge.
However, the image does provide a map of the atomic structure of the material and can be
used as a reference for positioning the probe. By setting the quadrupole dispersion so that
both the Ba My 5 and the Cu L 3 edges are present on the same spectrum (780 and 930 eV.
respectively), the relative peak intensities can be measured as the probe is positioned on
different atomic columns in the unit cell. Figure S shows the relative peak intensity of the
barium edge to the copper edge as the probe is positioned on different atomic planes. The
result clearly maps out changes in composition on the scale of a few Angstroms, with a

change in the intensity ratio by a factor of ~3 in moving from the barium planes to the copper
planes.
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Fig. 4. Typical Z-contrast image of YBayCu107.6 -

AP —
<~ PR I M 7S



283

5.5 1 L 1

S st =

E45E

5 4sE 3

2 .t 3

3

E 35k e

4

§3p j

= 9

3 >k E

2 2 -

15 I‘r)‘l[![l'lll‘fl
® 00 * 900 0+ 00O
e & o6 o0 o9 o e o o
® ¢ 00 ¢ 060 0O
¢ © © o o © o o o
@ 00 *» 00 ¢ 00O
e ¢ © 9 o @& o ©o o
® o 00 *» 00 0O

L— ) @Ba®Y oCu
1.7 (A)

Fig. 5. Ba/Cu edge intensity ratio as the probe is moved across three unit cells on the image.

While the result shows a spatial resolution which is on the sub-unit-cell scate, it is not
the atomic-resolution spectrum expected from the calculations. For the ideal probe profile, an
order of magnitude change in intensity ratio is expected in moving from the copper to the
barium planes. The complete disappearance of one of the edges when the probe is centered
on the other plane is unlikely due to the contribution to the spectral intensity of the probe tails
(Fig. 2) on the surrounding columns. The extent of this contribution will be dependent on the
atomic spacing of the material and also the composition of the column as the energy filtering
of the spectrometer means that only surrounding columns containing elements with core-
edges in the same region of the spectrum will affect the result. The calculations of spatial
resolution for the energy loss signal also assume a very thin sample and ignore any beam
broadening effects. For thicker specimens beam broadening effects have been observed
experimentally for EELS by measurements on specimens in random orientations [10].
However, for a zone-axis orientation, the Z-contrast result [1] shows that if the scattering
event takes place in close proximity to the atom cores, the effect of beam channeling
preserves the spatial resolution of the signal (Fig. 6) (this non-broadening of the beam in
specimens on or near zone-axis orientations has been observed in the x-ray measurements of
Furdanowicz et al. {11]). While these factors, and the presence of an amorphous layer on the
surface caused by the thinning technique, may degrade the resolution slightly, the overriding
factor in this case is the mechanical shutter on the CCD which, when opening to acquire the
spectrum, causes mechanical vibrations that move the probe during acquisition. Even with
this mechanical vibration, which can be corrected by employing an electrical shift to move the
beam off the CCD., rather than a shutter, the effective spatial resolution of the signal can be
estimated, with reference to the image, 1o be ~5 A.

CONCLUSIONS

Atomic-column spectroscopy can aid the understanding of materials at the fundamental
atomic level. Using this technique, it will be possible to unambiguously locate the atomic
columns in the complicated interfacial structures present in real materials, 10 measure
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Fig. 6. Spatial resolution in the zone-axis orientation (a) is maintained by electron

channeling effects, whereas for an amorphous or randomly oriented crystalline
material (b), beam broadening occurs.

individual column composition and to determine local band structure. This capability will
have applications in all fields of materials science. For example, the mechanical properties of
steels, high-temperature intermetallics and nanophase ceramics are all controlled by
segregation to dislocation cores at grain boundaries. Local changes in hole doping and atomic
structure can now be studied simultaneously in the high-temperature superconductors on the
same scale as the coherence length. This ability to study phenomenon at the atomic level will
also provide a test for the atomistic simulations of interfaces and dislocations now being
developed (ab-initio, molecular dynamics and Monte Carlo).
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